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A formalism has been developed to evaluate the expectation values of projection operators directly. 
The formalism is applied to the production of particles when the corresponding quantized fields are 
coupled to external sources and external electromagnetic fields. 

I. INTRODUCTION 

EXPERIMENTALL Y observable quantities are 
the expectation values of the corresponding 

projection operators. It has long been asked whether 
one cannot evaluate the expectation values directly, 
instead of squaring the corresponding amplitudes. 
Recently, Schwinger! has extended the quantum 
action principle to achieve this end. 

In this and the following papers, a formalism has 
been developed to evaluate the expectation values 
directly as applicable to the quantum field theory. 
Before going into the finer details of the formalism, 
a few words are in order concerning the extension 
of the quantum action principle. The usual field 
theoretic procedure for obtaining the expectation 
values involves the evaluation of the transformation 
function2 (£1'(0"1 I a~0"2) Caj and a~ being the eigen­
values of the physical quantities on the space-like 
surfaces 0"1 and 0"2), followed by an expansion in 
terms of complete set of states. 

Schwinger's extension of the action principle 
* Work done while a Faculty of Arts and Sciences Fellow, 

Harvard University (1960-1961). 
t Present address: Department of Physics, University of 

California, Los Angeles, California. 
1 J. Schwinger, Lectures delivered at the Institute of 

Theoretical Physics at Brandeis University, summer of 1960; 
(unpublished); Proc. Nat!. Acad. Sci. U. S. 46, 1401 (1961); 
J. Math. Physics 2, 407 (1961). 

2 J. Schwmger, Phys. Rev. 91, 713 (1953); 91, 728 (1953); 
92, 1283 (1953); 93, 615 (1954); 94, 1362 (1954). 

avoids this laborious procedure by considering the 
temporal development of the physical system in a 
closed cycle in time (this being only a mathematical 
contrivance), in which the development from the 
initial time to the final time is governed by a dy­
namics different from the other part of the cycle 
(the return path). More explicitly, consider the dif­
ferential characterization of the transformation func­
tion in virtue of the quantum action principle: 

o(a{O"I I a~0"2) = i(aiO"I IOW I2 ! a~0"2)' 
where 

W 12 = ("' d4xL(x) , 
J~, 

L(x) being the Lagrange function for the physical 
system. For a closed cycle, we have 

o(a~'0"2 ! a~0"2) = 0 L (a~'0"2 ! /3'0"1)({3'0"1 ! a~0"2) 
~' 

o[o(a~'am 

= o. 
Instead, let the Lagrange function for the temporal 
development from 0"2 to 0"1 be L+ and from 0"1 to 0"2 
be L_. Then: 

o<a~'0"2 ! a~0"2) = i(a~'0"2 ! O(WI2)+ - O(WI2)- I a~0"2). 
(1) 

The integration of this characterization gives the 

1 
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transformation function by which we can generate 
the expectation value of the projection operator 
referring to the physical quantity of interest. Besides 
this computational aspect of the extension, com­
pleteness and the principle of causality come out 
as the natural consequences of the physical boundary 
conditions which the field in question should satisfy. 
Another virtue of this method is that because the 
expectation value is evaluated directly, the effect 
of the presence of all the physically possible com­
plete sets of states in the theory is naturally taken 
into account. Thus, the application of this formalism 
to the quantum electrodynamical problems does not 
lead to any infrared divergence. 

In the next section, we shall delineate some of 
the finer points of the formalism by considering 
the simple case of the production of scalar mesons 
in the presence of an external source. Here, we 
evaluate the probability of production of a certain 
number of mesons when the source is present be­
tween the surfaces CTl and CT2 but leaves the meson 
field in isolation on the surfaces. The problem is 
solved in three stages: (i) construction of proper 
projection operators; (ii) integration of the dif­
ferential characterization of (CT2 I CT2) ; and (iii) 
generation of the expectation values of the pro­
jection operators. The last stage will not be carried 
out in the next section, as this is the same for the 
production of photons which will be dealt with in 
detail in Sec. III. In Secs. IV and V we shall treat 
the problems of pair production of charged mesons 
and fermions in the presence of an external electro­
magnetic field. In the following paper,3 a formalism 
for coupled fields will be given. 

II. PRODUCTION OF NEUTRAL SCALAR MESONS IN 
THE PRESENCE OF AN EXTERNAL SOURCE 

The Lagrange function for a scalar meson field 
cp in the presence of an external source s is 

L(x) = -7rp apcp + !(7r! + p.2cp2) + CPs. 

By the application of the action principle, we have 
for the field equations (with p. = 1, 2, 3, 4) 

apcp = 7rp , 

-ap7rp = _p.2cp + 5, 
and the generators 

G .. = - J dCTp7rp &p, 

Gr = J dCTp fl7rpcp. 

(2a) 

(2b) 

3 P. M. Bakshi and K. T. Mahanthappa, following paper, 
J. Math. Phys. 4, 12 (1963). 

In the absence of the source 5, the field equations are 

aocp = - 7ro 

where 

8 = {(-i dk)2 + lr/2. 
8 is a Hermitian coordinate operator. Let 

cp = cp(+l + cp(-), 

and 

i aocp(·l = K.cp(*'. 

Using Eq. (3), we have 

7ro = iK+cp(+) + iK_cp(-) 

and 

giving 

K+ = 8, 

Hence, we have 

and 

(3) 

(4) 

Thus, cp(.) represent the positive and negative 
frequency parts of the field cpo The corresponding 
projection operators are given by 

(5) 

where 

E = (82
r/2. 

Using (2b) and (4), the generators G. can be written 
as 

G + = 2i flcp ( + l 8cp ( -) , 

G_ = -2icp(+l8 ocp(-) , 

which imply the following commutation relations 
on the surface CT: 

[cp< + \x) , cp(+l(X')] = 0 = [cp(-l(X) , cp(-)(x')], 

[cp(+l(X) , cp(-l(X')] = (1/28) fIo(x - x'). 

Now the transformation function (cp(-l'CTl I cp(+l'CT2) 

is given by 

(cp(-l'CTl I €jJ(+l'CT2) = exp [2: eiPXcp;-l,cp;+)'] , (6) 
P 
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where X is the translation which brings the point 
X2 on CT2 into the point Xl on CTl, and 

where 

and 

</1;+)' = 2 L dCT</I<+)'(x) &</I~(x)ei"z., 

</I~-)' = 2 f dCT</IH,(X) &</>,,(x)e- iPZ , , 
v, 

* _ ~_ -i,,~ 
( 

d3 1 )1/2 
</I-/x) - (271l2&" e , 

( 
d3 1 )112 _ 

</I,,(x) = (2~3 28" e'''\ 

8" = (p2 + li)I!2. 

Now one can write 

</I'(x) = </I<+l'(X) + </IH'(X) 

(7a) 

(7b) 

= L </I"(x)</I;+)'e-i,,r. + L </I~(x)</I;-)'ei"Z'. 
" " 

From (6), one easily gets 

(A.<-) , In) = II (</I;-)'r' . 
'I' " (n,,!)1/2 , 

(8) 

(n I A.<+)'> = II (</1;+) 'X: 
'I' " (n" )112 , 

where n" being the occupation number in the pth 
mode and n = L n". The projection operator for n 
particle states P" = \n>(n\ can be constructed in 
terms of </1;*) by considering 

(A.(-) , IP I A.<+l') = II (</1;-)')':: (</1;+)')"" 
'I' " 'I' " (n,,!) 1/2 (n,,!)l/2 

so that 

(A.<-)')'" 
= 1] 0:!)1/2 (</IH' \ </1<+)') 

H' <+)' (</I;+l'r" 
X exp [-</I" </I" ] (n,,!)1/2 

= (A.<-) , I II (</I;-)r' 
'I' ,,(n,,!)1/2 

X exp [_A.<-)' A.<+)] (</I;+»)"'j A.<+) ') 
'1'" ,'I'" (n" \)1/2 'I' , 

the </I;+)'s are to the right. The projection operator 
for the state referring to n particles with no distinc~ 
tion of modes is given by 

with 

P" = L IIp,,,, 

Ln" =n. 
" 

(lOa) 

A convenient generating function for this set of 
projection operators is given by 

a> 

Q(A) = LAn L II p"., (with L n" = n), 
n-O np]) p 

(lOb) 

Now we shall construct the transformation func­
tion (CT2 \ CT2); with the source r + from CT2 to CTl 
and r _ from CTl to CT2, () referring to the fact that the 
given initial state is a thermal mixture. From (2a) 
we have for 

and the corresponding equation for Green's func­
tion is 

[( -i a~)2 + ~2]G(XX') = o(x - x'). (lIb) 

The Green's functions in which we would be in­
terested are the retarded, the advanced, the causal 
and the anticausal Green's functions, indicated, 
respectively, by Gr, Ga, G<+) and G<-). They are 
given, in terms of the mode functions (7b), by 

Gr(xx') i(S<+) - S<-»(xx'h+(xx') , 

Ga(XX'j 

G+(xx') 

G-(xx') 

where 

-i(S<+) - S<-»(xx'h_(xx') , (12a) 

is<+)(xx'h+(xx') + is<-)(xx'h_(xx') , 

-is<+)(xx'h_(xx') - is<-\xx'h+(xx') , 

E </Ip(x)</I~(x'), 

E </I~(x)</I,,(x'), 
and l1+(XX') and l1_(XX') are Heaviside step functions. 
In order to get the required transformation function, 

(9) we have to solve (lla) , subject to the following 
boundary conditions: 

" 
where ; refers to the fact that on expansion of 
the exponential all the </I;-)'s are to the left and 

(i) For t 2: tl , r + = r _ and hence, 

«</I~~) - </I~"'»(t) > = 0, for t 2: tl ; (13a) 
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(ii) For t < t2 , the expectation values of field ( )( f~' 4 « )( (15a) 
operators are zero: cp- - cp+ x) = ~. d x'G" xx') r - - r + x'). 

(13b) From (13b), we have 

(iii) The frequency conditions are obtained as 1~' 
follows. There exists an operator U such that cp.(x) = ~, d

4

x'G
r
(xx')r =(x') 

(U2 I U2)* = (U2 lUI U2). 

Hence, with the thermal mixture for the initial 
state4 

( 1

,/..(=) I ) = Tr [exp (-{3HoW·) U] 
U2 '1'- U2 Tr exp (-{3Ho) , 

( 1

,/..(=) I ) = Tr [exp (-(3Ho) Ucp(*)] 
U2 '1'+ U2 Tr exp (-{3Ho) , 

where H 0 is the Hamiltonian of the system and 
{3 = iT = 1/8 is a measure of temperature when (3 
is real and positive; the trace is the grand canonical 
average. We have for the evolution of the field 
operators: 

exp [i(t - t2)Ho]cp(*)(t2) exp [-i(t - t2)Ho] = cp(=)(t) 

= exp [±is(t - t2)]CP(*)(t2)' 

With (t - t2 ) -t i{3, we have 

exp ( - {3H o)cp ( =) (t2) exp ({3H 0) 

- f du2G
r(XX

2
)· dcp.(X2

) • (15b) 
~, ox2 0 

This, combined with (13c), (15a), and (15b), gives 

(cp- - cp+)(x) = f' d4x'Gr(xx')(r - + r +)(x') 

(15c) 

where 

W9(xx') = 1 dU2Gr(XX2) '00 
~, X20 

X [(P(+) - pC-i) coth !(3 SGa(X2X')]. 

The differential characterization of the trans­
formation function (U2 I U2t, by virtue of the 
action principle, is 

(16a) 

= exp [=t=iS(t - t2)]CP(=)(t2) , Then we have 
or 

exp ( - (3Ho)cp (*\t2) U 

= exp [=t=iS(t - t2)]CP(*)(t2) exp (-{3Ho)U. 

Taking traces on both sides, we have 

(CP~*)(t2» = (exp (±(3S)CP~*)(t2»' 

which can be written as 

±(I/i) [8/ 8r .(x)](I); = (Icp.(x) I);. (16b) 

Equation (16a) can be written as 

8(1); = -~ (If' 8(r - + r +) (x) (cp_ - cp+)(x) 

+ 8(r - - r +) (x) (cp_ + cp+)(x) I) ~. (16c) 

Making use of Eqs. (15), we have 
«cp- + CP+)(t2» = e(A)(coth (3 s(cp_ - cp+)(t2», (13c) 

where e(A) = A/IAI and A = ±I for positive and 8(/); = -~ (I f' 8(r - - r +)(x)Gr(xx')(r - + r +)(x') 
negative frequency parts. 

The most general solution of Eq. (lla) is given by 

(14) 

where 

From the continuity condition (13a), we have 

+ (r - - r +)(x')Ga(xx') 8(r - + r +)(x) 

+ o(r- - r+)(x)W8(xx')(r- - r+)(x')I): 

= -~ (1 8 f' [(r - - r +) (x(Gr(xx') (r - + r +)(x') 

+ !(r- - r+)(x)Ws(xx')(r- - r+)(x')]I)~· 
Performing the functional integration, we have 

(17) 
'P. C. Martin and J. Schwinger, Phys. Rev. 115, 1342 

(1959). where 
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~ = ~+ ~-; 

and 

where 

G++ = (Gr - two) = (G" - tWo) 

= HGr + G" - Wo), 

Hence, 

and 

(22) 

G+_ = (Gr + tWo) = -(G" - tWo) 
II 

= t(G r 
- G" + Wo), 

thus indicating that the expectation value of </I(x) 
is dependent on the history of the system up to 

(18) the time t, which is an expression of causality. 
G_+ = _(Gr - tWo) = (G" + tWo) 

= teG" - Gr + Wo), 

G __ = _(Gr + two) = -(G" + two) 

= -t(Gr + G" + Wo). 

In Eqs. (18), the equalities between various combi­
nations of Gr, Ga and Wo must be understood as 
being true under the integral in the exponential 
of Eq. (17). By virtue of Eq. (16b), we have 

-i o~ ~(x) 0.\ ~~x') (I); Il'~o 
= G~~ = i«(</I (x) </I (x'»",(0 , 

-i 0.1 ~(x) 8.1 .. ~x') <1>; 11-0 
= G = _ .{«(</I(X')</I(X»)o 

.... ~ «(</I(x)</I(X'»)e. 

(19) 

Here, ( )+ and ( )_ mean positive and negative 
time ordering. Now, if ~+ = ~_, we have 

(20) 

which requires that the sum of the elements of Go, 

This is the statement of completeness. 

III. PRODUCTION OF PHOTONS IN THE PRESENCE 
OF AN EXTERNAL CURRENT 

The Lagrange function for the electromagnetic 
field with potential A~ in the presence of an external 
current K~, is given by 

L(x) = iF!. - HP,,,, apA. - a.Ap} + K"Ap. 

The application of the action principle yields two 
sets of equations with no time derivatives. Proceed­
ing in the usual fashion,2 to eliminate the longi­
tudinal part of the field, we get for transverse field, 
without the source, 

where 

-aoAk = FOk , 

OOFOk = w2 A k, 

w = [( -i OI)2r!2. 

In the coordinate representation, w can be written as 

( I 1 ') = J d3

k Ikl ;k'(S:-x') 
X w x (2'lll e , 

which is symmetrical and positive definite. As in 
the case of neutral scalar mesons, we have 

It is easily seen that the transformation function where 
can be expressed as 

(U2 I U2); 

Now 

The corresponding projection operators are 

with 

E = (w2) 112 • 

The corresponding generators are 

G. = ±2i J duA ('O)w oA (.), 
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which imply the commutation relations on u: 

[Ai+)(x) , A;+\x')] = ° = [At)(x), A;-)(x')], 

[Ai+\x), At)(x')] = [(1/2w) auk/(x - X,)]T. 

It is easily seen that the transformation function 
(A <-)' U1 I A <+)' (2) is given bl 

(A<-)'U1 I A<+)'U2) = exp [Leikxa;;)'a;:)'], (23) 
pk 

where 

<-)' 21 d A<-)'( ) A () -ikx, apk = u # X W pk# X e , 
u, 

<+)' 21 d A<+)'( ) A- () ikx, apk = u # X W pk# x e , 
u, 

where 

_ (d3k 1 )1/2 . 
A,k#(X) = (2'lIl2ko e#(pk)e-·

kx
, 

and ko = Ikl. e#(pk) is a pure space vectorfor p = 1, 2, 
3 and for p = 4, only the time component exists; 
first two vectors are orthogonal to k and the third, 
parallel. If n# is the time-like vector being normal to 
surface U1 and U2, we have 

p = 1, 2: n#eipk) = k#e#(pk) = 0, 

ei3k) = n~ + kin.k., n#ei3k) = 0, 

ei4k) = in~. 

Now, as before, one can write 

A'(x) = L A'k(x)a~:)'e-ikx. + L A,k(x)a;;;)'eikx ,. 
,k pk 

From (23), we have 

(A <-)' I n) = II (a;;;) ')n ••. 
pk (npk!) 1/2 , 

giving for the projection operator 

In)(nl = II (a;;)t
p

• 

pk (npk !)1/2 

(a<+»n,. 
X exp [-a<-) . a<+)] pk . 

pk , pk ( ') 1/2 npk. 
(24a) 

We shall introduce a generating function Q(X) 
for p .. : 

= exp [(X - 1) La;;:); a;:)]. 
pk 

The field equation for (A~(x» is 

-a;(Ap(x» = Kix). (25) 

The corresponding equation for Green's function is 

- a~ D(xx') = a(x - x'). 

The relevant Green's functions are given by 

Dr(xx') i(S<+) - S<-»(xx'h+(xx') , 

D"(xx') -i(S<+) - S<-»(xx'h_(xx') , 
(26) 

D(+)(xx') = is<+)(xx'h+(xx') + is<-)(XX')77_(XX') , 

D<-\xx') = -is<+)(xx'h_(xx') - is(-)(xx')7]+(xx') , 

where 

S<+)(xx') = L: Apk(x)Apk(x'), 
pk 

S<-)(xx') = L Apk(x)Apk(x). 
pk 

The solutions of (25) must satisfy the boundary 
conditions similar to Eqs. (13). As before, we get 

(A_ - A+)(x) = f' d4x' D"(xx')(K_ - K+)(x') , 

and 

(A_ + A+)(x) = [' d4x' Dr(xx')(K_ + K+)(x') 
u, 

where 

W,(xx') = -1 duDr(xx2)'aa 
.., X20 

X [(p<+) - p<-» coth!~ D"(X2X')]. 

Making use of the above equations in the differential 
characterization of the transformation function 

we get for the transformation function 

(U2 I (2); = exp [(i/2)K D,K
t
] 

where 

with 

D •• = ±(Dr T !W,) , 

D •• = ±(Dr ± !W,). 

(28) 

(29) 
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Equations similar to (18) and (19) can be written 
down. Relations similar to (20), (21), and (22) 
hold in this case also. 

Before evaluating the expectation value of Q(X), 
we shall make a transformation. Instead of con­
sidering the source term K pA p in the Lagrange 
function, we shall introduce J*A (+) + JA (-) where 
Re (J* + J) = K, giving back the original source 
when the imaginary parts of J and J* vanish. This 
transformation leads to 

where 

J* 

and 

J * J*' ~, J = (~:) 

:De = i L: Apk(x)Apk(x') 
pk 

x [(~+~~') 
where 

0) (11 -_ 1
1)J, ( ') + ii pk 

71- xx 

(Q(X» = II exp [(1 - X) Opk opt] 

where 

where 

pk 

X exp i(J* :DJ + p.* :D++J + 

= exp (iJ* :DJ) 

X exp [(X - I)K+SK_J IK+-K=K-, 

S(xx') = S+(xx') = L: Apk(x)Apk(x'). 
pk 

(Q(X» = exp [(X - I)KSKJ 

II exp [(X - 1) IKkI2, 
k 

IK 
1
2 d3k 1 If d4 -ikZK( )1 2 

k = (2,,/ 2ko xe x. 

(32a) 

(32b) 

Here the summation over polarization has been 
carried out. The probability of n-photon production 
with the initial vacuum state, pen, 0), is given by2.5.6 

IK 12 
p(n,O) = II ~ exp [-IKkn 

k n. 
(33) 

For a vacuum (3 ---t (I) and iipk = O. We shall use If we had evaluated (Q(X» for a thermal mixture 
this transformation function to evaluate the expecta- of initial state, we would get 
tion value of Q(X) of Eq. (24b) when the initial 
state is a vacuum. (Q(X»e = .g 1 + iipk~1 - X) 

(Q(X» = (exp [(X - 1) L: a~~) ; a~t)]) 
pk 

where 

The time ordering in (31) refers to the fact that P.pk 
should appear later than p.pt in the limit as we reach 
the space-like surface 0'1 at which we are evaluating 
Q(X). In order to generate the expectation value 
on the right-hand side of Eq. (31), we let 

J!(x) ---t J!(x) + p.*(x) oCt - tl + 0), 

J _(x) ---t J _(x) + p.(x) oCt - t1), 

which means we are supplementing J! and J _ with 
impulsive sources. Then we have 

where 

K pk = (~:~3 2!J!2 f d4xeJpk)e-ikZKp(x). 

The extraction of the coefficient of X" from (34a) 
would involve the Laguerre polynomials and the 
expression, which was first obtained by Schwinger,2 is 

n' II ;~ (lKpk 1
2t>-n«L::-n< IKpk 12) 

pk >. 
pen, n') 

X exp [-IKpkn (34b) 

We note that, in the case of initial vacuum state, 
(Q(O» gives the probability of vacuum remaining 
vacuum which is less than or equal to unity. 

It should be remarked that all the above results, 
concerning the expectation values with the re­
placement of K by r and with no polarization sum­
mation, give the relevant quantities for the case 

6 F. Bloch and A. Nordsiek, Phys. Rev. 52, 54 (1937). 
6 R. J. Glauber, Phys. Rev. 84, 395 (1951). 
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of the neutral scalar meson discussed in the preceding 
section. 

IV. PAIR PRODUCTION OF CHARGED MESONS IN 
THE PRESENCE OF AN EXTERNAL 

ELECTROMAGNETIC FIELD 

The Lagrange function for the charged meson field, 
q, and q,t, coupled to an external electromagnetic 
field potential A and external sources rand rt is 
given by 

L(x) -(i/2){7r:, (-i op - eAp)q,} + i{7r", 7rpl 
-(l/4){q" q,tl + Hq" rl + H.c., 

where H.c. means Hermitian conjugate. By the 
application of the action principle, the equations 
of motion are 

i( -i op - eA,,)q, = 7rp, 

-i(-i op - eAp)7rp = -lq, + r, 
+ H.c., 

and the generators are 

G", = - J dUI'(7r! &p + 7rp &p\ 

As before, we have 

i Ooq, (a) = ± &p('" , 

q,(_)t = q,t(",) , 

+ H.c., 

(35) 

q,(.) representing the positive and negative fre­
quency parts of the field q,. The transformation 
function, (q,(-l'q,t(-)'Ul I q,(+)'q,t(+l' U2) is given by 

(q,(-)'q,t(-l'Ul I q,(+1'q,t(+1'U2) 

= exp [L eiP"q,;-l'q,t(-l'q,<+l'q,t(+l'], (36) 
P 

where 

q,;+l = 2 J. duq,(+l(X) &p!(x)e'Pz" 
<T_ 

q,;-l = 21 duq,<-)(x) &pp(x)e- ipZ
' , 

'" 
q,;<+l = 2 J. dUq,t(+l(X) &p~(x)e-'J>z" 

'" 

q,;r-l = 2 J. duq,t(-l(X) BtfJp(x)e''Pz
" 

fT. 

where 

To make the frequency character of q,p's of the above 
equations more explicit and also for the ease of 
writing them, we shall define 

and 

q,!,,(x) = q,-v(x) = q,~(x), 

q,~p(x) = q,+1'(x) = q,v(x). 

Then we can write 

q,'(x) = L a~;' 'q,~"e-ipz, + L a~;;' 'q,~~(x)ei1'''', 
+1' -1' 

q,t,(x) = L a~;;"q,,~i"'" + L a~;"q,Ap(x)e-i1'%'. 
+v -~ 

Making use of (36), the projection operator for a 
state having n charged meson pairs is found: 

II (a~;;»"A. " (-) (+l (a~;'rA. 
P" = (n ,)112 exp [ - L... a,,, ; a,p ] (n ,)1/2' 

'v Av' l' A1" 

(37a) 

The generating function of the projection operators 
is given by 

Q(A) = exp [CA - 1) L a~;;' ; a~;lJ (37b) 
),,, 

The field equations for (q,) and (q,t) in the absence 
of the external electromagnetic field, but in the 
presence of the sources rand rt [from Eq. (35)], are 

[( -i Op)2 + lJ(q,) = r 

[( -i op? + lJ(q,t) = rt 

The corresponding equation for Green's function is 

[( -i all + ~2JGO(XX') = o(x - x'). 

The various Green's functions we need are given by 

G~(xx') = -i(S(+l - S<-l) (xx'h_(xx') , 

G~(xx') = 

G~+)(xx') = 

Gt)(xx') = 

where 

i(S<+l - S<-l)(xx'h+(xx'), 

is<+l(XX'h+(xx') + is<-l(xx'h_(xx'), 

-is<+)(XX')l1_(XX') - iSH(xx'h+(xx'), 

When the external electromagnetic field is present, 
the equation for Green's function is 

[( -i ap - eApl + ~2]G(XX') = o(x - x'). 
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We define the interaction operator Ii by 

G' = G; + G~liG~, 
Ii = [e(pA + Ap) - eZ A 2] 

X [1 - G~le(pA + Ap) - e2A2}]-1 

The boundary conditions the fields have to satisfy are 

(i) (if>- - cp+)(x) = 0, for t ~ tl 

+ H.c.; 

(ii) if>-(x) = 0 = if> + (x) , for t < 12 

+H.c. 
(38) 

(iii) (if>- + CP+)(X2) = E("A) coth !(l8(if>- - if>+)(X2) 

eif>~ + CP:)(X2) = E( -A) coth !{3 8(if>~ - if>;)(x2) 

Hence the required solutions are given by 

Using (39), we have 

0(1)~ = -~ <If O[(t! - t :) (x)G'(xx') (t - + t +)(x') 

+ (r! + r :) (x)G"(xx') (r - - r +)(x') 

+ (r ~ - r :)(x) W o(xx')(r - - r +)(x') I),. 
The functional integration gives 

(U2 I IJ'2); = exp [irtGorJ, (40) 

where 

1 (_Ga - G' + We G" - G' - We) 
Go = -2 -G" + G' - We G" + G' + We ' 

and 

f = (f:)· 
Let us evaluate (Q("A» of (37b). We shall confine 

ourselves to the case of vacuum ({3 ~ (0). Let us 
introduce 

vex) = ~ vxpif>),p(x) , 
Ap 

(if>- - ¢+)(x) = 1~' d4x'Gd(XX')([ - - r +)(x') , 

(if>~ - ¢:)(x) = {' d4x'(r~ - r:)(x')Gr(x'x), 

(¢- + ¢+)(x) = f' d4x'Gr(xx')(r - + r +)(x') 

+ 1:' d'x'We(xx')(t - - t +)(x') , 

(¢~ + if>;)(x) = I:' d'x'cr! + [:)(x')G"(x'x) 

+ 1:' d4
x'(r! - r:)(x')WoCx'x) , 

(39) v*(x) = ~ vx!¢xp(x). 

where 

Weexx') = -J duGreXX2)'!l i) 
~. UX20 

X [(p(+l - pH) coth (l2& G"ex2X') J. 
Now the differential characterization of the trans­
formation function is given by 

0(1); = i(1! o[ :¢+ + ¢: or + 

- or!if>- - if>! or-I):, 

= -~ <If o(t! - t :)(¢- + ¢+) 

+ oCt ~ - t :)(cp- - ¢+) 

+ c¢! + ¢;) o(t- - t+) 

+ (¢! - ¢:) o(t- - t+) l)o' 

),p 

Then (Q().» can be written as 

- [ a a ] (Q("A» = II exp -("A - 1) --* 
),p av),,, avxp 

where the time ordering refers to the fact that 
v+ p and v~P are later than v:" and V_ p in the limit 
as we reach the surface Ul, where (Q("A» is evaluated. 
In order to generate ( )+ in Eq. (41), we let 

r : (x) ~ r ;Cx) 
+ v\x)(P(+) oCt - t]) + pH oU - tl - 0) 0, 

f + (x) ~ r + (x) 

+ 8(P(+) oCt - tl - 0) + pH oCt - t1»V(X) I 

and let the sources r. and r! equal to zero. Then 

(Q(A» = II exp [-CA - 1) ~ ~*] 
Xl> aPAP av}.p 

X exp {f /(P(+) oct - 11) + pH o(t - 11 - 0» 

X eG++8(p(+) OCt - tl - 0) 

+ pH oct - tl)v]l,t=o_ .. (42a) 
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Now Hence 

G++ = !(2Gb+) + G~1"G~ + G~[,G~ - WI) (42b) (Q(X» = det- I [1 - (X - 1)['8<-)1"8(+)] 

When the surface UI is approached in Eq. (42a) , 
all the terms except WI on the right of Eq. (42b) 
give vanishing contribution. The entire contribution 
comes from 

-tWI = -2
1 1 d JG~(XX2)'-aa (p(+) - P(-»G~1"G~ 

~. ~ X20 

+ G~rG~(XX2) . (a/aX20)(p(+) - p(-»G~ 

+ G~1'G~(XX2) . (a/aX20)(p(+) - P(-»G~1"G~}. 
Using 

1 dUG~(XX2)' a a (p<+) - P<-»G~(X2X') 
fT. X 20 

= i L cf>xp(x)cf>x~(X') = i(8(+) + 8(-»(xx'), 
x" 

!W
I 

= U(8<+) - 8(-»1'(8(+) + 8(-» 

- (8(+) + 8(-»1"(8(+) - 8(-» 

+ i(8(+) - 8(-»1'(8(+) + 8(-»1"(8(+) - 8(-»]. 

The last exponent in Eq. (42a) becomes 

f,,t·· . eG++ e"'11 = -!/[id"a - iadr + adrd"a]lI, 

where dr, dG and a are, respectively, 1', rand 
(8(+) - 8<-» in the Xp representation. Hence, 

(Q(X» = exp [- (X - 1) ~ ~tJ all all 

X exp [-!/(id"a - iadr + adrd"a)II]I.t_o •• 

= det- I [1 - !(X - l)(id"a - iadr + adrd"a)]. 

Using the identity 

and after some algebraic manipulations, we get 

(Q(A» = det- I [1 - (X - 1)['8<-)1"8<+)]. (43) 

Using the identities 

r = (1 - iI(-) 8(+»1(-) , 

1" = (1 + iI(+) 8<+»1(+) , 

and 

we get 

(1 + i1' 8(+»(1 - i8(+» = 1 + 1'8<-)1"8(+) 

= (1 - 1<+) 8<-) 1(-) 8(+»-1. 

= det- I [X - (X - 1)(1 + r 8(-) 1"8<+»] 

(
1 - 1<+)8<-)1(-) 8(+) ) 

= det 1 - X1(+)8( )]< )8(+) (44) 

We have (Q(I» = 1, illustrating completeness 
trivially; and 

(Q(O» = det (1 - ]<+) 8(-) 1(-) 8(+» 

is the probability that vacuum remains vacuum and 
is less than or equal to unity as 

1(-) - 1(+)' . (+-) - <-+), 1 (-) 1(+)' 
(-+) = (+-) 

and hence, 1~~~)1~~~) and 1t+-)n:.~) are non­
negative Hermitian matrices which possess non-nega­
tive, real eigenvalues. pen, 0), the probability that n 
charged meson pairs are produced with the initial 
vacuum state, is given by extracting the coefficient 
of Xn in (44): 

pen, 0) = det (1 - 1(+) 8(-) ]<-) 8(+» 

X ~! f dX1 ••• dxnperm(n) 

X (Xi 11(+)8(-)1(-)8(+) 1 Xi)' 

V. PAIR PRODUCTION OF FERMIONS IN THE 
PRESENCE OF AN EXTERNAL 

ELECTROMAGNETIC FIELD 

(45) 

This case is similar to the case of pair production 
of charged mesons treated in the preceding section, 
but there is one very important difference. Instead 
of condition (iii) of Eq. (38), we have 

(1/;- + f+)(x2) = E(X) tanh !/3e(l/;- - 1/;+) (X2) , 

I/; being the fermion field. This happens to be the 
case because the fermion sources are the elements 
of the Grassmann exterior algebra. 7 The evaluation 
of (Q(X» in this case gives 

[
1 + X1(+)8(-)I(-)8(+)J 

(Q(X» = det 1 + 1(+) 8( )1(-)8<+) , 

p(n,O) = det- I [1 + 1<+) 8<-) 1<-) 8<+)] 

where 

X ~ f dX1 '" dx" det(n) n. 

(46) 

7 J. Schwinger, Lectures delivered at the Universitv of 
California at Los Angeles, spring of 1961, (unpublished); Froc. 
Natl. Acad. Sci. U. S. 48, 603 (1962). 
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S<-)(xx') = L 1/t~P(X)~).1I(X'), 
-p 

where 

where 
x = ±l, ±2, 

and U).p satisfies the equation 

We have also 

(47b) 
1<·) is given by 

1<·) = e-yA(1 - Gt)e'YA)-l (47c) 

where 

G~·) = ±is<+)(xx')1].(xx') =F is<-)(xx'h, .. (xx'). 

Equation (46) was obtained by Salam and Mathews8 

and Schwinger.2 
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The expectation value formalism has been developed to treat the problems which require the 
coupling of quantized Fermi and Bose fields. 

I. INTRODUCTION 

I N the preceding paper,t we have considered the 
quantized Fermi and Bose fields in the presence 

of external sources and an external electromagnetic 
field. To deal with physically meaningful problems 
of field theory, one has to consider the coupled 
system of quantized Fermi and Bose fields. Genera­
tion of the expectation values of the projection 
operators of the physical quantities of interest in 
this case requires not only the introduction of "plus" 
and" minus" sources for each of the fields, but also 
"plus" and "minus" external Bose fields. In what 
follows, though we refer to quantum electrody­
namics in particular, the treatment of the problem 
has general applicability. 

In the next section, we take up the study of the 
general structure of the required transformation 
function. In Sec. III, we construct the transformation 
for the electron field coupled to sources 1]2(X) and 
external electromagnetic fields with potentials A~(x). 
Section IV concerns the application of the formalism 
to evaluate the expectation values of projection 
operators and, in particular, that of Q(>..) of Sec. III 
of!. 

II. GENERAL STRUCTURE OF ( 00"2 / 00"2 )± 

The Lagrange function which describes the inter­
acting electron and electromagnetic fields in the 
presence of an external electromagnetic field and 
external sources is given by 

L(x) = -![~, 'Yi -i ap - eA;)1f + mlf] 

+ ~1] + 1]1f + tF~. - !Fp.(apA. - a.Ap) 

+ KpA" + ehpAplf, (1) 

where if; and ~ denote the electron field, Ap the 

* Work done while a Faculty of Arts and Sciences Fellow 
Harvard University (1960-1961). ' 

t Present address: Department of Physics, University of 
California, Los Angeles, California. 

1 P. M. Bakshi and K. T. Mahanthappa, preceding paper, 
J. Math. Phys. 4, 1 (1963). This paper will be referred to as I. 

electromagnetic potential, A; a prescribed external 
electromagnetic potential, 1] and ~ prescribed sources 
of electron field, and Kp a prescribed external current 
distribution. In the expression (1), symmetrized 
and antisymmetrized multiplication is to be under­
stood for Bose and Fermi fields, respectively. We 
shall refer to the first terms of (1) as L" the Lagrange 
function for an electron field interacting with ex­
ternal quantities 1] and ~ and A;; the last term as LC) 
which represents the coupling between electron and 
electromagnetic fields; the rest of the terms as L,m' 
The following development is independent of the 
particular structure of L, and L,rn, and depends 
on the locality of Le. If it is desired to increase 
the number of components of a particular field, it 
can be done by replacing charge by a matrix and 
interpreting scalar products as those in higher di­
mension in which the field would be. 

Now our object is to obtain the transformation 
function (00'2 I 00'2)'" when all the external quantities 
have the "plus" characterization in the forward 
development in time and the" minus" characteriza­
tion in the baokward development. 1 The differential 
characterization of the function (00'2 i 00'2)'" is pro­
vided by the extension of the action principle: 

0(00'2 I 00'2)'" = i(00'2 loW + - oW -I 00'2)"', (2) 

where the action operators W .. are given by 

W .. = jU' d4xL .. (x) , 
u, 

0'1 being the later surface at which measurements 
are made. We shall integrate Eq. (2) as follows. 2 Let 

L .. = L.,m + L .. , + >..*L .. C) 

and let the parameters L vary from zero to unity. 
The purpose of introducing >.... is to express the 
coupling of the electron and electromagnetic fields 
in terms of their coupling to external quantities. 
The variation of >.. .. yields 

• 2 J. Schwinger, ."Lec.tures on the Theory of Coupled 
FIelds, Harvard Urnverslty, 1954" (unpublished). A param­
eter>. was used to get an expression for (00"1 /00"2>. 

12 
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This can be written as 

±(I/i)(o/ OA~)(00"2 100"2)'" = (IL"'cl). (3b) 

Note that ± in (00"2 I 00"2)* refers to notation only. 
The variations of external quantities yield 

±(I/i)(0/oK",)(00"2 100"2)'" = (IA~I), (3 c) 

±(1/i)(0/01/",)(00"2 100"2)* = (If,,,I), (3d) 

±(1/i)(0/0~ .. )(00"2 100"2)'" = (11f .. 1). (3e) 

Note that the variations as represented by (3c) 
are restricted to the class a~ oK~(x) = O. That is, 
A/x) is arbitrary to the extent of containing a 
gradient of a scalar with no change in variation of 
the transformation function. This is a consequence 
of gauge invariance of the electromagnetic field. 
Using Eqs. (3) and the fact that Lc = il'AI' (where 
il' = ehl'lf): 

(02/ oA~ oK.)(00"2 100"2)'" = -(lj~A .. I)* 

= =Fi(O/OA·)(I)*· 

Carrying out the functional integrations and setting 
A+ = 1 = L, we get 

(00"2 I 00"2)* = exp [ -i J C!; O~+ - O!~ o~J ] 
(4a) 

where (00"2 I 00"2):+,m, refers to uncoupled fields 
and is given by 

(00"2 I 00"2):+em = (00"2 I 00"2):(00"2 I 00"2):m. (4b) 

The function (00"2 I OO".):m is given by the Eq. (29) 
of the preceding paper! with {3 ---t co. To obtain an 
expression for (00"2 I 00"2):, the transformation func­
tion with the Lagrange function L •• , will be the 
subject matter of the next section. Now, using the 
identity 

exp [C 0/ oA~]F(A~) = F(C + A~), 
we have for (4a), explicitly indicating the functional 
dependences, 

(00"2 100"2)* 

= (00"2 I 00"2):(1/., ~., A~ ± (I/i) o/OK ... ) 

X (00"2 100"2):m(K.). (5) 

III. CONSTRUCTION OF (O.,.dO"'2 ).± 

We could follow the same procedure as in I and 
express (00"2 I 00"2): in terms of the retarded and 

advanced Green's functions. Though the expression 
one would get this way expresses causality and the 
unitary nature of the theory explicitly, it is not 
easily amenable to computation. Hence we shall 
adopt another way which gives the required trans­
formation function in terms of G<+l and G<-l, the 
causal and anticausal Green's functions of the 
electron field in the presence of an external electro­
magnetic field. Because there is no confusion, we 
shall indicate A' by A. Then we have 

('YP + m - e'YA)G(*l = 1. (6) 

The construction of the transformation function is 
achieved by the operation of time reflection and a 
phase transformation on the regular transformation 
function2 (00"100"2) •. Though the n-electron and m­
photon interacting Green's functions G;+l and G;-l 
satisfy intrinsically different sets of differential 
equations, Schwinger3 has shown, by analytical 
continuation, that 

G;-l(X) = (-ItG;+l(-e-r·x). (7) 

We shall understand the significance of this opera­
tion by looking at the differential equation that 
G;+l satisfies: 

hI' al' + im)G;+l(xl .•. X2,,) + ... 
= i 0(x1 - X2)G;~~(X3 ... x2,,) 

± i o(x - X3)G;~~(X2 ... x2p) ± (8) 

The other terms on the left are combinations of 
Green's functions that are necessary to represent 
the interacting effects in the field equations. The 
corresponding equation for G;-l has the left side 
the same as (8), but differs on the right in the sign of i 
exhibited by photon terms. The effect of the trans­
formation (7) to get the equation for G;-l from (8) 
can be interpreted as follows: Operation of _e- ri 

on the space coordinates means multiplication by 
unity; the operation on time coordinates has to be 
viewed in two stages, (i) time reflection reverses 
the time ordering and (ii) multiplication by e- ri 

retains the time ordering but changes the sign of 
time coordinates. Thus, under _e- ri operation, 
oCt - t') ---t - (t - t'). (-1)" in (7) reverses the 
sign of electron terms on the right side of (8). 

Thus, under the operation of _e- r
" we have 

A(x) ---t A (x) , 

G<+>Cx) ---t -G<-l(X), 

1/(x) ---t 1/(X). 
3 J. Schwinger, Phys. Rev. 115, 721 (1959); Ninth Annual 

International Conference on High Energy Physics, Kiev, 1959 
(Academy of Sciences, U. S. S. R., 1960). 
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In the matrix notation, 

(x IAI x') ~ -(x IAI x'), 

(x IGI x') ~ (x IGI x'), 

(x /171 x') ~ -(x 1111 x'). 

As a simple example of (9), we have 

det (1 - e-yAG6+») ~ det (1 + e-yAG~-») 

(9) 

= det (1 - e-yAG~-») 

as the determinant here is an even function of e. 
Now we shall carry out this operation of the trans­
formation function (20"1 - 0"2 I 0"2) (which is an 
expression of the fact that we are concerned with 
the time interval from t2 to (2tl - t2» to get 
(00"2 / 00"2):. To do this, divide the region in time 
into two equal intervals of tl - t2 (see Fig. 1); 
apply the transformation on the later interval 
symbolizing the external quantities in that region 
by "-" subscript; the resultant expression is 
(00"2 I 00"2):. Now 

(20"1 - 0"2 /0"2) = det (1 - e-yAG6+» exp [iiiG(+)17]. 
(10) 

We shall split all the external quantities 17, ii and 
A as 17+ + 17-, ii+ + 7i- and A+ + A_ and assume 
that "plus" quantities exist in the "plus" region 
and "minus" quantities exist in the "minus" region; 
we shall not indicate it explicitly by writing step 

functions. Then (10) becomes 

(20"1 - 0"2 I 0"2) = det [1 - e-y(A+ + A_)G;] 

X exp i[(x+ Iii/ x':)(x': /G(+) I x~")(x':' 1171 x:) 

+ (x+ liil x':)(x': IG(+) I x'!')(x'!' 117/ x~) 

+ (x_ liil x'~)(x'~ IG(+) I x'.!')(x'.!' 117/ x~) 

+ (x_ liil x'~)(x'~ /G(+) I x':')(x~" 117/ x~). 

Upon transformation 

(x= 1171 x~) ~ ±17=, 

(x ... /G(+) I xl.) ---> Gu, 

(x= IG(+)I x!.) ---> -G=~, 

(x= IA I x!.) ---> ±A .... 

We shall illustrate how to get the explicit expression 
for G + +. Consider 

It is ~asily seen that G~+ = G~+\ G~_ = iSH, 
G~+ = -is(+) and G~_ = -Gci-), S+ and S-
being given in Sec. V of 1. Hence 

G++ = (G~+) - S<-) 1<:"-) S<+» 

X (1 + I~+) S(-) 1<:"-) S(+)rl(l - e-yA+Gb+)r l , (lla) 

where 

I: = e-yA=/(l - Gci=)e-yA:). 

Similarly, we have 
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G ... ±i(l - G~"le-yA .. )-1 

X S<~l(l + I~"l S<+l I~"l S<"l)-l 

X (1 - e'YA .. Gtl)-I, 

-(Gtl - S<+) I~+) S<-l) 

X (1 + I:- l S<+) I~+) S<-l)-l 

X (1 - e'YA_G~-l)-I. 

The required transformation function is 

where 

ii=~; 

G = (G++ G+_) 
G_+ G __ 

(Ub) 

(Uc) 

(12a) 

(12b) 

and C(A.) is the transform of the determinant in 
(10) and is given by 

C(A.) = det (1 - e-yA+G~+l) det (1 - e'YA_G~) 

X det [1 + I~+)S<-)I:-lS(+)J. (12c) 

IV. EXPECTATION VALUE OF Q (x) 

The complete transformation function, using Eqs. 
(29) of I, (5), and (12), is 

(00"2 I 00"2)* = C( A': ± ~ o:J 
X exp [iiiG( A': ± ~ o:JJ 
X exp (!iKDK). (13) 

This transformation function contains all the 
physical information of the coupled system of 
quantized electron and electromagnetic fields. We 
can generate the expectation values directly by 
appropriate operations. As an example, consider 
evaluation of the expectation value of Q(X) of 
Eq. (24b) of I. Proceeding as before, we get from 
Eq. (32a) of I, and (13), 

(Q(>"» = C exp [i7jG'I7] exp [tiKDK] 

(14) 

K+ and K_ are equated to zero only after all the 
operations of variational differentation are carried 
out. From (14), we can generate the cross section 
for n-photon production in any process in quantum 

electrodynamics, provided we know the elements of 
G explicitly. 

As particular examples, we shall explicitly write 
down the matrix elements one needs to evaluate in 
multiple production of photons in pair annihilation 
and Coulomb scattering. The matrix element for 
the case of pair annihilation is 

(t2; l+vLv' IQ(t; >")11+vL v '; t~), (15a) 

where p and p' are the four momenta of electron and 
positron. Making use of the creation and annihila­
tion operators4 X~;l, (15a) becomes 

(t2 I(X~;lX::~)t,Q(t; X)(x~~~X~~l)t,' I t~) 

= 1 (i{;+P'Yo) t,( i{;-v'Yo) t,' 

X (t2 I yt(t2) i{;( t2)Q(t; X) 1/I(t~) i{;( tD I ti) 

(15b) 

where 1/Ixv and i{;xp are given by Eq. (47) of I and the 
integral sign refers to the integrations over ap­
propriate surfaces. In (15b), the transition from the 
free-field 1/I's to the interacting 1/I's is assumed. In 
other words, the asymptotic condition is assumed. 
The physical meaning of using the free-field pro­
jection operators amounts to saying that all the 
measurements are carried out in the limit of free 
fields. By proper variational differentiation of (14) 
with respect to 71 .. and ii .. , we get 

(t2 11/I(t2) i{;(t2)Q(X; t) 1/I(t~) i{;( tD I t~) 

= -CG--(t2; t2 + O)G++(t~ + 0; tD 

X exp (!iKDK) exp [(X - l)K+SK_J IK+~O~K_' 

Hence we have 

(t2; LvLv' IQ(>"; t) I LvL v'; t2 ) 

= -c[1 i{;+v'YoG_-'Yo1/l-v,] 

X [1 i{;-v''YoG++'Yo1/l+v] 

X exp (tiKDK) 

X exp [(X - 1)K+SK_J IK+~O~K_' (16) 

The matrix element for multiple bremsstrahlung is 

(t2 1+v l(x~~~Q(>")x~:~),,11+v; t2), (17) 

where p and p' are initial and final four momenta 
of electron. We can write (17) as 

4 J. Schwinger, Phys. Rev. 92, 1283 (1953). 
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X exp [!iKDKJ exp [(}.. - I)K+SK_J. (18) 

In (16) and (18), we have neglected terms of the 
structure (G +_).".,,(G _+).",.", because they represent 
only vacuum fluctuations and do not correspond to 
the phenomenon in question. 

By the above examples, we see that the problem 
of evaluating the expectation value of Q(}..) in any 
specific process has reduced to getting explicit ex­
pressions for G++ and G __ which one could do in 
the framework of an approximation scheme. The 
simplicity of the expressions (16) and (18) is due 

to the simple expression we have for Q(}..). Q(}..) is 
the generating function for projection operators for 
n-photon states. The only things specified are the 
number of photons and their total energy. But if 
one needed detailed information concerning indi­
vidual polarization and energy of photons, the ex­
pressions would no longer be simple. Thus, the less 
detailed the information one asks for, the simpler 
would be the expressions that are to be evaluated. 
This is in contrast with the evaluation of expectation 
values using scattering amplitude. 

Note added in proof: For an application of the 
formalism developed in this paper see K. T. Mahant­
happa, Phys. Rev. 126, 329 (1962). 
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Although the usual operator invariance requirements and corresponding commutation conditions 
encountered in the study of the invariance of relativistic wave equations (and other equations of 
physics) are sufficient conditions for invariance, they are by no means necessary. More general 
conditions are given and illustrated with the square-root Klein-Gordon equation. A new proof is 
thereby given of the Lorentz invariance of this equation. The methods developed are extended to 
cover the presence of external fields, and it is proved that the usual gauge invariant modification of 
the relativistic Hamiltonian of a spinless particle which takes into account the presence of an external 
electromagnetic field leads, in the quantum mechanical case, to an equation which does not admit 
the proper Lorentz group. This theorem and its generalization are discussed in connection with 
Dirac's statement that the square-root equation cannot be extended to include interaction without 
losing Lorentz invariance. 

1. INTRODUCTION 

CONSIDER an equation of the form 

DI = 0 (A) 

where, for example, I = cfJ(x) and D = 0 + m2 

gives the free Klein-Gordon (KG.) equation or 
I = tf;(x) , a four-component spinor, with D = 

i"/ ajax# - m gives the free Dirac equation. 
Let {f} denote the linear set of elements under 

consideration, e.g., the set of all twice differentiable 
functions of x for the KG. equation, the set of all 
4-component spinor functions for the Dirac equa­
tion, etc. If D denotes a (possibly nonlinear) map­
ping of If} into itself, Eq. (A) defines a subset of 
If} which we denote by {lID' 

Let U denote a one-to-one mapping of Itl onto 

itself. Equation (A) is said to be invariant under U 
if If} D is invariant under U, or more directly put, 
if UI is a solution whenever I is a solution: 

DI = 0 ==> D U f = O. 

A sufficient condition that (A) be invariant under 
U is evidently that DU = UD or if U- l exists, 
as assumed, that 

U-I DU = D. (I) 

If there is a set of transformations U which leave 
(A) invariant, and if these transformations form a 
group, then (A) is said to be invariant under the 
group. [If (1) is satisfied for each element V of a 
set {V I of one-to-one mappings, this set may be 
extended to a group by adjoining the identity, 
the inverse of any element and the product of any 
two elements to the set. Each element of the result­
ing set then satisfies (I).] 

* Supported in part by the U. S. Air Force. 
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Part of the purpose of this note is (i) to exhibit 
a more general sufficient condition for the invariance 
of an equation of type (A) under a group G, (ii) to 
show that this more general condition is realized 
nontrivially by an important equation in the theory 
of relativistic wave equations, the square-root K.G. 
equation,l and (iii) to provide thereby a new proof 
of the Lorentz invariance of the square-root equa­
tion, which enables a unification to be made in the 
treatment of the square-root KG. and the other 
relativistic wave equations. Previously, the proof 
of the invariance of the square-root equation has 
been rather special, involving the use of Fourier 
analysis followed by an appeal to the invariance 
of O(p) under proper Lorentz transformations. These 
topics are treated in Secs. 2 and 3. 

In Secs. 4 and 5 we extend these considerations 
to the case in which an external field is present. 
In particular, we show explicitly that the square­
root equation modified in the usual way for the 
presence of an external electromagnetic field does 
not admit the proper Lorentz group, with 'P(x) a 
scalar. This fact (rather surprising, since in the 
classical case the equations of motion obtained from 
the corresponding classical Hamiltonian are of course 
Lorentz invariant) does not seem to be generally 
known. It is consistent, however, with a statement 
made by Dirac in motivating the linearization of 
the square-root equation. In discussing the (free) 
square-root equation, Dirac states, " ... although it 
takes into account the relation between energy and 
momentum required by relativity, [it] is yet un­
satisfactory from the point of view of relativistic 
theory ~cause it is very unsymmetrical between po 

1 For a discussion of the square-root equation see, e.g., 
S. Schweber, An Intl'oduction to Relativistic Quantum Field 
Theory (Row, Peterson & Co., Evanston, Illinois), pp. 56, 64. 
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and the other p's, so much so that one cannot generalize 
it in a relativistic way to the case when there is a field 
present. We must therefore look for a new wave 
equation. ,,2 

In Sec. 6 it is shown that if the freedom allowed 
by gauge invariance is taken into account, the modi­
fied square-root equation is still noninvariant. 

A more precise version of Dirac's general state­
ment is formulated and discussed in Sec. 7. It would 
seem that a theorem of this kind is of importance 
in justifying statements such as "a relativistic 
theory of a single particle is impossible," etc. It 
is a basic reason for abandoning the square-root 
equation and facing the problem of negative energies. 
This point seems to have been insufficiently stressed 
in the literature. 

2. GENERAL INVARIANCE CONDITION AND 
COMMUTATOR CONDITION 

The requirement that U leave (A) invariant may 
be written in the form 

(U- 1 DU)f = 0. 

Now since Dt = 0, the condition (I) is certainly 
sufficient, but it is by no means necessary. A much 
more general sufficient condition for the invariance 
of (A) under U is that there exists an operator h 
such that 

U- I DU = h D, (I') 

with the requirement that h is nonsingular on the 
set {f}D. The real point is that it is sufficient (and 
also necessary) that U- 1 DU annihilate the subset 
If} D· It is not necessary that U- 1 DU be identical 
with D, which annihilates {f}D by definition. 

Consider now the case of invariance under an n­
parameter continuous group G which may be 
generated from a set of infinitesimal operators 
Pi (i = 1, 2, ... n). We also assume now that, 
together with the Pi, D is a linear mapping of If} 
into itself. 

In order for (I) to hold it is then both necessary 
and sufficient, that 

[Pi, D] = 0, i = 1,2, ... n. (C) 

But since, as we have seen, (I) is not necessary 
for invariance, (C) is, in general, not necessary 
either. A more general sufficient condition than (C) 
is that 

[Pi' D) = ki D, i = 1,2, ... n. (C ') 

where k. is some operator nonsingular on If}D. 

2 P. A. M. Dirac, Quantum Mechanics (Oxford University 
Press, New York, 1947), 3rd ed., p. 254. The italics are the 
author's. 

It can readily be shown that (C') is sufficient 
for (I') to hold. It is sufficient to consider the case 
of a I-parameter group with U = exp (-aP). Then 

U-I DU = D + i: a~ G", 
n-l n. 

where 

G"+I = [P, Gn - I ), GI = [P, D]. 

If GI = hi D, it follows that if G" = h" D that 

G"+I = [P, h" D] = hn[P, D) + [P, hn) D = h"+l D, 

where 

h"+1 = hnh l + [P, h,,). 

Hence (I) is satisfied with 

h = 1 + i: a", h". 
,,-1 n. 

Another way of describing the relation between 
(C) and (C') is to note that (C') ensures that the 
commutators with D of the infinitesimal operators 
of the group G annihilate the subset If} D, whereas 
(C) asserts that these commutators are identically 
zero. As we have seen, this is not at all necessary. 
We have here the counterpart of the relation be­
tween (I) and (I'). 

3. APPLICATION TO THE SQUARE-ROOT 
EQUATION 

We now show that the square-root Klein-Gordon 
equation provides a nontrivial example of the con­
ditions (I') and, correspondingly, (C'). By non­
trivial we mean that h ¢ 1, correspondingly, ki ¢ 0. 

Let £ denote the proper homogeneous Lorentz 
group and let A denote a proper Lorentz matrix, 
corresponding to the Lorentz transformation 

x' = Ax. (3.1) 

Let G denote the group of substitutions with ele­
ments SA, realized on the manifold of all complex 
valued functions of x, via 

SAt(X) = t(A -IX). (3.2) 

G is then isomorphic with £. 
That the ordinary K.G. equation, 

(0 + m2)cp(x) = 0, (3.3) 

is invl1riant under G is evident by inspection, since 
o is an invariant scalar operator: (a/ax")(a/ax,,) = 
(a/ax''')(a/ax~). Equivalently, 

(3.4) 
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so that (I) is satisfied, with D = K", == 0 + m2 or 
and U = SA, for all A. The infinitesimal operators [J 
of the realization G of £ are given by NIO = [Xl, Ho] ajaxO 

- xo, i a!o a!l. (3.12) 

MI" = x" ajax' - x, ajax". (3.5) 

The condition (3.4) is then equivalent to 

[M"" 0] = 0, (3.6) 

so that (C) is satisfied with D = K •. 
The operator K", may be written in the form 

Kz = -K;-)K;+) , (3.7) 

where 

Kt) = i ajaxO =r (_\7 2 + m2)1I2. (3.8) 

The equation 

(3.9) 

is called the square-root Klein-Gordon equation. It 
is easy to see that 

(3.10) 

Nevertheless, Eq. (3.9) admits the group G, as is 
well known. The usual proof is to write <p(x) as a 
Fourier integral 

<p(x) = J cp(p)e- ip 
•• d4p, 

with cp(p) = O(p) fJ(p2 - m2)cp(p), andcp(p) arbitrary. 
The restriction on cp expresses the fact that the 
general solution of Eq. (3.9) is a superposition of 
plane waves of positive frequency; pO = + (p2 +m2)1/2. 
Now if <p'(x) = <p(A-Ix), it follows that cp'(p) is 
of the same form as cp(p) with cp(p) replaced by 
cp'(p) = cp(A-Ip), the crucial point being that O(p) = 
O(Ap) for a proper Lorentz transformation. Hence 
<p'(x) is a solution if <p(x) is and Eq. (3.9) admits the 
group G, with <p(x) a scalar. Alternatively, one may 
state the results in terms of the solutions of Eq. 
(3.3): the separation into positive and negative 
frequency parts of any solution is a (proper) Lorentz 
covariant procedure. 

We now prove that Eq. (3.9) admits G with <p(x) 
a scalar, using the considerations described in 
section 2. In particular, we shall show that condition 
(C') and hence (I') holds. 

Consider the commutators N m 

(3.11) 

We have 

TV [1 a ° a . a H] 
1 10 = -x axo - x ax1 , '/, axo - 0 

Here we have introduced the abbreviation 

Ho = (- \7 2 + m2f12. 

The first commutator in Eq. (3.12) may be computed 
most simply by recalling that if 

[q,p] = 1, 

then not only 

[g(q) , p] = g'(q) , 

but also 

[l(P), q] = -l'(p). 

Putting Xl = q, ajaxl 
= p and Ho = l(p) where 

l(p) = (_p2 _ a2jax~ _ a2jax~ + m2/ 1\ 

we have 

[q, l(p)] l'(p) -pjl(p). 

Thus, 

N10 = -(ajaxl)H~1 ajaxO 
- i ajax1 

so that, recalling Eq. (3.8) we get: 

(j = 1,2,3). (3.13) 

The remaining N". (p, ¢ 0, II ¢ 0) vanish, corre­
sponding to the invariance of K~+) under ordinary 
rotations. We see from Eq. (3.13) that N;o indeed 
is ¢ 0, so that (C) is violated but (C') is satisfied. 

The Lorentz invariance of Eq. (3.8) is thereby 
proved and at the same time an example of (C') 
is obtained. It is clear that, since (C') includes (C), 
the use of (C') allows the question of the invariance 
of the usual relativistic wave equations, including 
the square-root equation, to be handled in an uni­
form way, without going to momentum space. 

4. MODIFICATION FOR EXTERNAL FIELDS 

Most of the "free" relativistic wave equations 
have the form of Eq. (A) with f a column vector 
x(x) and D a matrix with elements which are 
functions of the differential operators ajax". We 
thus write, more explicitly: 

D[ajax"]x(x) = 0 (4.1) 

Interaction with an external, local, tensor field of 
rank n, T<n)(x) is included by introducing a de­
pendence of the elements of D on the components 
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T"",,· .. ··/t"(x) of T(n) as well. Thus we write, instead 
of Eq. (4.1), 

D[ajax"; T(nJ(x)]x(x) = O. (4.2) 

For simplicity, consider the case in which X has one 
component only. Equation (4.2) is said to admit .c, 
with X a scalar, if it follows from it that also 

(4.3) 

with 

x'(x) = x(A -IX) (4.4a) 

and 

(4.4b) 

where 
(4.4c) 

whatever A. 
The analog of the set If} of Sec. 1 is here the set 

IF} of all ordered pairs of elements of the form 
F = [x(x); T(nJ(x)]. The analog of It}D is the subset, 
{F}n of all pairs F satisfying Eq. (4,2). The group g 
under which Eq. (4.2) is invariant is the direct 
product of the realizations of .c effected by the 
x(x) and the T(n)(x) separately. Thus g = IgA}, 
where gAF = [x/ex); T,(nJ(x)]. For fixed T(n>, Dis, 
in cases of interest, a linear operator but IF}D is 
clearly not a linear space in general. 

Since x'(x) = SAX(X), we see, on multiplying 
Eq. (4.3) by S~\ that the analog of (1') is here 
the condition 

SAl D[ajax"; SAT(n)(A -IX)]SA 

= h D[ajax"; T(n\x)], (E') 

with h nonsingular on the domain annihilated by D, 
with T(nJ fixed. A more convenient form of (E') 
is obtained by taking the operators SA, SAl "inside" 
D, so that, using . 

(4.5) 

and 

(4.6) 

we get 

D[A;(ajax'); SAT(nJ(x)] = h D[ajax"; T(nJ(x)]. (E) 

The analog of (I) is the more stringent condition 
(E) obtained from either (E') or (E) by putting 
h = 1, i.e., 

D[A;(ajax'); SAT(nJ(x)] = D[ajax"; T(nJ(x)]. (E) 

Condition (E) will be satisfied if and only if D is 

constructed as a scalar in terms of the vector 
ajax" and the tensor field T (n J • 

A well-known example of (E) results from the 
K.G. equation for a particle of charge e in an 
external electromagnetic field A"(x), in which case 

D = D[ajax"; A'(x)] = 7r,,7r" + m\ (4.7) 

where 

(4.8) 

(D is obtained from the operator Kz = 0 + m2 

by letting ajax" ~ 7r,,). The external field K.G. 
equation therefore admits .c, with x(x) a scalar. 

Consider, however, the corresponding modifica­
tion of the square-root K.G. equation: 

Ii ajaxO - eAo - [( -iV - eA)2 + m2J1/2} 

X ~(x) = 0, (4.9) 

or, if we write 

K;+) = K~+J[ajax"J 

= i ajaxO - [(i ajaxil + m2f/2, (4.10) 

equivalently but more succinctly, 

(4.11) 

We prove in the next section that Eq. (4.11) does 
not admit .c, with ~ a scalar. Clearly, in this case 
D = K;+)[7r,,] is not a scalar. But the free field case, 
considered in the preceding section, has shown that 
the scalar nature of D is only a sufficient condition: 
K;+)[ajax"] is also not a scalar, nevertheless, with 
e = 0, Eq. (4.11) admits the group .c. A proof is 
therefore necessary to show that, in particular, the 
more general condition (E) or (E') does not hold, 
if e ~ 0. 

5. NONINVARIANCE OF THE MODIFIED 
SQUARE-ROOT EQUATION 

We shall show that there exist electromagnetic 
fields A" and solutions of Eq. (4.11) that do not also 
satisfy 

(5.1) 

As a tool, we shall need the answer to the following 
problem: Let A and B denote noncommuting linear 
operators, with A positive definite. Let X be a real 
parameter and let 

Q = Q(X) = A + AB. (5.2) 

We ask: What is (Q)1/2, correct to terms of order X? 
We note that 
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Q-1/2 = 7r -liZ L" e-O"ul12 du, (5.3) 

so that, on integration with respect to Q, from 0 to Q, 
we get 

(5.4) 

Feynman's operator calculus3 can now be used to 
expand e-Qu in a power series in X: 

(5.5) 
It follows that' 

Q1I2 = Al/2 + txrAB] + OCx.2) (5.6) 

where 

r A[B] = 7r-1/2 10''' duu- 1/2 11 

dse-Au8Be-Au(I-8l. (5.7) 

As a check, note that if [B, A] = 0, a simple inte­
gration gives 

which in the (arbitrary) frame under consideration 
are purely electrostatic, i.e., have A = 0 and A o 
independent of xo. With these simplifications in 
mind, we set 

A = _\12 + m2 

B = [7rQ, a;Oxl]+ 

(5.13) 

(5.14) 

and use Eq. (5.6), with /3 = A, to expand the square 
root. Thus we get 

K(f3) = i(7ro - /3 a/axl
) - AI/2 

(5.15) 

so that 

(5.16) 

with 

KeO) = i7ro - (_\12 + m2
)1!2. (5.17) 

To produce an explicit counter example, showing 
that K'(O) does not annihilate the solutions of 

[i7ro - (- \12 + m2)1/2]ip(x) = 0, (5.18) 

(5.8) we assume that Ao is independent of Xl also, so that 

so that Ql/2 ~ AI/2 (1 + XB/2A + ... ) as required. a a 
Returning to Eq. (5.1), we consider a Lorentz B ~ 2 axo axl + 2ieAo a:I' (5.19) 

transformation in the direction of the Xl axis, with 
velocity /3. Equation (5.1) then assumes the form Since r A (1) = A-

1/2
, we get: 

K(f3)ip(x) = 0, (- 9) K'(O\ = . a A -112 a a . r [A] a o. J -1. axl - axo ax! - W A 0 axl , 

where 

K(f3) = i("(7!"o - /3'Y7rl) 

- [- (/3'Y7ro + 'Y7r\)2 - 7r; - 7r; + m2
]!l2, (5.10) 

with l' = (1 - /32
)-1/2, and Eq. (4.9) is simply 

K(O)ip(x) = O. (5.11) 

We now expand 

K(/3) = K(O) + /3K'(O) + (/32/2)K"(0) + .. , , 
so that Eq. (5.9) implies, 

K'(O)ip(x) = o. (5.12) 

Clearly K'(O) ~ 0, but it is necessary to show 
more, for K'(O) need only annihilate {iplo, the sub­
space of solutions of Eq. (5.11) for fixed A". To 
compute K'(O) we need the quantity under the 
square root in Eq. (5.10) only to terms of order /3. 
It is also sufficient to restrict our attention to fields 

or 

K'(O) = i a:1 [A-1I2(i a:o - A1/2) - erAAoJ]. 

(5.20) 

Hence, on use of Eq. (5.18), Eq. (5.12) reduces, 
if e ~ 0, to 

(A -112 Ao - r A [A oJ) iJipjax1 = O. (5.21) 

Now consider a solution of Eq. (5.18) that is ex­
pandable in a power series in e: 

(5.22) 

so that 

(5.23) 

and 

(5.24) 

3 R. P. Feynman, Phys. Rev. 108,84 (1951). Then Eq. (5.21) implies that 
'This result is also contained in J. Sucher, Ph.D. Thesis 

Columbia University, 1958 (unpublished). (A -112 Ao - r A [A 0]) dipo/8x1 = o. (5.25) 
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Since rpo(x) at, say, X
O 

= 0, is essentially arbitrary, 
so is arpojaxl at X

O = 0, and hence, Eq. (5.25) is in 
general not satisfied. 

To be completely explicit, we may take5 

rpo(x) = e-ik-z, Ao(x) 

with kl ~ 0, but ql = 0. Then 

r [A ] 1'" d - 1/2 11 
d -aU8 -bUO-8)A 

A OrpO~ UU se e 01,00 
o 0 

where 

and 

Hence, unless q = 0, Eq. (5.25) is not satisfied 
since it requires (a)I/2 + (b)I/2 = 2(a)I/2. 

6. NON INVARIANCE WITH ARBITRARY PHASE 
TRANSFORMATION 

The proof of the fact that Eq. (4.11) does not 
admit £, with 1,0 a scalar, was really carried out for 
an arbitrary external vector field. For the case of 
an electromagnetic field, there is the freedom of 
gauge transformations: 

A" ~ A" + afPjax"'} (6.1) 

rp(x) ~ e-ieillrp(X) , 

and, indeed, both the external field K.G. equation 
and the external field square-root equation admit 
this gauge group. 

In a given frame, starting from a pair 11,0; A"}, 
the set obtainable from these by gauge transforma­
tions forms an equivalence class, all elements de­
scribing the same state. In the case of the external 
K.G. equation, the Lorentz invariance is such that 
elements of the equivalence class directly transform 
to corresponding elements of the equivalence class 
describing the same state in a different frame. By 
corresponding we mean that AI' ~ A~A' without 
an additional gauge transformation. The K.G. 
equation is invariant not only under (6.1) and under 

1,0 ~ rp'(x) = rp(A -IX), 
(6.2) 

A" ~ A~(x) = A;A,(A -IX), 

but therefore under combined Lorentz and gauge 
transformations performed successively and in­
dependen tly. 

Off hand, it might seem possible to construct an 

6 We should really take A o(x) = Re exp [iq· x), but it is 
easy to see that the same conclusion would be reached. 

equation relating a (scalar) wavefunction rp(x) 
and an electromagnetic field AI'(x) in such a way 
that the equation admitted not Eq. (6.2), but instead 
the substitution 

1,0 ~ rp'(x) = rp(A -IX), 
(6.3) 

AI' ~ A~(x) = A;A,(A-1x) + a rjax" , 

for some suitable choice of r = rex). Such an 
equation would also be said to admit £ since it 
would still provide a Lorentz-invariant manifold 
of states (equivalence classes); there does not seem 
to be a physical reason for requiring that the indi­
vidual elements of Lorentz equivalent classes map 
onto each other according to Eq. (6.2). Equation 
(6.3) corresponds only to a reshuffling (in the trans­
formed reference frame) of the pairing of the wave 
functions 1,0' and the four-potential A~ used to 
represent the field F~,. rex) may vary not only with 
the Lorentz transformation but may also depend 
on the pair [1,0; AI']. 

We can show, however, that Eq. (4.11) is not 
invariant in this extended sense either. For this 
purpose it is convenient to use the fact that Eq. 
(4.11) is invariant under gauge transformations. 

Substituting, according to Eq. (6.3), into Eq. 
(4.11) we obtain 

K;+)[ajax" + ieA~(x) + ie arjaX"]SArp(X) = 0. 

Multiplying by S~1 on the left we obtain, using 
Eqs. (4.6) and (4.7) we get 

K;+)[A;(1r. + ar(x)jax')Jrp(x) = 0, (6.4) 

where 

rex) = rCA -IX), (6.5) 

so that, corresponding to the gauge invariance of 
(4.11), we get 

K;+)[A;1r,V ir (x)rp(x) = 0. (6.6) 

To prove the noninvariance in the extended sense 
under consideration, it is again sufficient to consider 
Lorentz transformation in the direction of the Xl 

axis. We exhibit the dependence of r on the velocity 
(3 explicitly by writing rex; (3) for rex), and so 
write Eq. (6.6) in the form 

K(me-ier(x;~)cp(x) = o. (6.7) 

Since for (3 = 0 we must have rex; 0) = 1, we get, 
on expanding the following left-hand side in a 
power series in (3: 

[K(O) + K'(O)(3 + ... ] 
X [1 - ier(ll(x)(3 + .. ·k>Cx) = 0, 
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where 

so that we require 

[-ieK(O)r(1)(x) + K'(O)]cp(x) = 0. 

If r (I) ;:= 0, this may be solved for r (I): 

r(1\x) = - (i/e)K-\O)K'(O)cp(x) , 

(6.8) 

(6.9) 

where K-\O) is a Green's function for K(O). In 
fact, the higher derivatives of rex; (3) at {3 = 0 
may be found in a similar way, so that formally, 
at least, one may construct a r (which is a function 
of x and (3 and a functional of cp and A~) such that 
Eq. (6.6) is satisfied. However, for the case of the 
electromagnetic field A~, the function rex; (3) must 
be real, so that r (1) (x) must also be real. But 
clearly the right-hand side of Eq. (6.9) is like K-., 
K', and cp(x), in general complex so that a con­
tradiction is obtained if r (1) ;:= O. [This may be 
made explicit, as in the previous section, by ex­
panding the r.h.s. of Eq. (6.9) in powers of e, with 
the choiees for A~ and CPo as before.] Hence, r (I) = 0 
and Eq. (6.8) reduces to Eq. (5.12) of the preceding 
section, K' (O)cp = 0, which, as has been seen, is in 
general not a consequence of Eq. (4.11). 

7. DISCUSSION 

We have seen that the square-root K.G. equation 
modified for the presence of an external electro­
magnetic field in the usual way, does not admit the 
Lorentz group, with the wave function a scalar, 
even allowing for the extra freedom permitted by 
gauge invariance. 

Another equation considered occasionally is the 
square-root analog of the K.G. equation in the 
presence of an external scalar field U(x): 

[0 + m2 + XU(x)]cp(x) = 0, 

and correspondingly 

(7.1) 

Ii a/axo - [- \7 2 + m2 + XU(X)]1/2jcp(X) = O. (7.2) 

Although (7.1) admits £, with cp(x) --+ cp(A -IX), 
U(x) --+ U(A -IX), it may be shown by using the 
methods of Sec. 5, that Eq. (7.2) does not. 

Both Eq. (4.11) and (7.2) may be written in the 
form 

where the interaction operator I, assumed to be 
defined for X in some neighborhood of 0, vanishes 
as X --+ 0. Dirac's statement then corresponds to 
the assertion that for no choice of I ;:= 0, such that 
1--+ 0 for X --+ 0, does Eq. (7.3) admit £. The mathe­
matical problem is then to show that for no choice 
of I does Eq. (7.3) imply also that 

{K;+) [A;(a/ ax')] 

- I[(A; a/ax'); xss(n)(x)]}cp(x) = O. (7.4) 

It seems likely that the methods used in Secs. 5 
and 6 would be useful in the study of this problem. G 

Note that although the interaction operators 
considered are nonlocal, the interaction is with a 
local field in the sense that I is required to be a 
functional of a local field. The problem may be 
generalized to include interactions which are func­
tionals of nonlocal tensor fields. It would be quite 
interesting to settle the question in this more general 
context also. 7 In either case, it would be amusing 
to know whether or not a conserved current can be 
constructed, bilinear in cp as for the free square­
root equation. 

In conclusion, we note that several authors8 have 
shown, at least the formal possibility of the existence 
of a relativistic theory of two particles in interaction 
within a Hamiltonian framework. More recently, 
an explicit example of such a theory, untroubled 
by convergence questions, has been obtained.9 The 
connection between the limits of such a theory as 
one of the masses becomes infinite, and the problem 
posed in this section would seem to merit further 
study. 
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Normalization Condition for the Bethe-Salpeter 
Wavefunction and a Formal Solution to the 

Bethe-Salpeter Equation* 
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By the use of an inhomogeneous Bethe-Salpeter equation, a normalization condition for the Bethe­
Salpeter wavefunction is obtained. This condition requires the normalization integral to be positive. 
!'-- forma~ solution is obtained in the ladder approximation, and convergence of the normalization 
mtegralls proved by the use of this solution. This solution is also used to prove a dispersion relation 
for the vertex function of the compound particle and to give an approximate solution The positive­
ness of the normalization integral is proved in the nonrelativistic limit. The bound state of nucleon 
and antinucleon is studied in the ladder-chain approximation and it is found that the normalization 
condition gives a finite wavefunction in spite of divergency of the normalization integral. 

INTRODUCTION 

ADISPERSION-theoretic approach to the bound­
state problem in quantum field theory has 

been proposed by Blankenbecler and Cook.! How­
ever, they merely assumed the basic dispersion 
relation without proof. Also, they have not given 
any prescription to calculate the magnitude of the 
"wavefunction," which is required for the calcu­
lation of some observables related to the bound 
states. In view of these facts, we think it still 
worthwhile to study another approach which is 
based on the Bethe-Salpeter equation. 

In the present paper we confine ourselves to the 
case in which all the elementary particles are spinless. 
In Sec. 1 we introduce something like a field operator 
of the compound particle and start with an inhomo­
geneous Bethe-Salpeter equation. Then the bound­
state solutions are classified as the scalar solution, 
vector solution, and so on, according to the trans­
formation property of that field operator. In virtue 
of the use of the inhomogeneous equation, we can 
obtain a condition to fix the magnitude of the 
Bethe-Salpeter wavefunction. We refer to this 
condition as the normalization condition. We find 
that this condition requires a certain integral which 
we refer to as the normalization integral to be 
positive. In order to examine the normalizability 
in more detail, we try to solve the Bethe-Salpeter 
equation in the ladder approximation and obtain 
a formal scalar solution in Sec. 2. Using this solution, 
we prove convergence of the normalization integral 
and also give an approximation method based on 

* Supported by the U. S. Air Force. 
t On leave of absence from T6hoku University Sendai, 

Japan. ' 
1 R. Blankenbecler and L. F. Cook, Jr., Phys. Rev. 119 

1745 (1960). ' 

this solution. This solution is also used in Sec. 3 
to prove that the dispersion relation assumed by 
Blankenbecler and Cook really holds in the ladder 
approximation. As a preparation for extending our 
method to the case of practical interest, we study 
the vector solution in Sec. 4. The normalization 
integral is again found to be convergent, though at 
first sight it looks divergent. Also, it is found that 
the abnormal S-state solution, which is an odd 
function of the relative time, appears as the longi­
tudinal vector solution. Unfortunately, we cannot 
draw any conclusion about the sign of the normaliza­
tion integral in the relativistic cases. We therefore 
study the nonrelativistic limit of our equations in 
Sec. 5 and find that the normalization integrals 
are always positive in this limit. As an example 
of the case where the divergence appears, in Sec. 6 
we study the bound state of nucleon and anti­
nucleon in the ladder-chain approximation of 
Okubo and Feldman. 2 We find that the Bethe­
Salpeter wavefunction remains finite, though the 
normalization integral is divergent. We also find 
that the positiveness of the normalization integral 
corresponds to the requirement Za > 0 in the re­
normalization theory. 

l. NORMALIZATION CONDITION FOR THE 
BETHE-SALPETER WAVE FUNCTION 

We suppose that two scalar fields, which we refer 
to as proton and neutron fields, are interacting 
through a neutral scalar meson field and consider 
the following function: 

K(x1 , X2; Xa , x.) == (0 IT(IP,,(X 1)IPn(X2)IP!(Xa)IP=(X4))1 0), 

(1.1) 

2 S. Okubo and D. Feldman, Phys. Rev. 117, 279 (1960). 

24 
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where r;p and r;" are the Heisenberg field operators 
for proton and neutron and \0) stands for the 
physical vacuum. According to Salpeter and Bethe, 
and Gell-Mann and Low,a this function obeys the 
integral equation 

K(x l , X2; Xa, x4) = ~P(XI - xa) ~n(X2 - X4) 

+ J d4xs " . d4xs ~P(XI - xs) ~n(X2 - X6) 

(1.2) 

where the definition of the kernel G is given in 
reference 3, and ~" and ~" are the Feynman 
propagators for proton and neutron. For simplicity, 
we assume equal mass m for proton and neutron, 
and neglect the radiative corrections to A" and ~n' 

If we make Xa equal to X 4 , the Fourier-integral 
representation of K has the following form: 

K(x l , X2; x, x) = -(2'nrs J d4q d4PP(q, P) 

X exp [i(!P + q)xI + i(!P - q)x2 - iPx]. (1.3) 

Inserting this into (1.2), we have 

F(q, P) = [(!P + q)2 + m2]-I[(iP _ q)2 + m2r l 

X [1 + J d4q'G(q, ql;P)F(ql,P)J, (1.4) 

where G(q, q'; P) is the Fourier transform of 
G(xl , .,. , X4)' Throughout this paper we suppress 
the infinitesimal negative imaginary parts in the 
masses. 

Now let us suppose that there is a scalar com­
posite particle of proton and neutron, which we 
refer to as the scalar deuteron. We denote its mass 
by md' Then, slightly extending the usual procedure, 
we can easily derive the equation 

where 

I(q, D) = [(m~ + p2)Jl(q, P)]P~D' (1.6) 

N- I = (2V DO)I/2(O /r;p(O)r;n(O)/ D). (1.7) 

If XI and X2 are set equal to zero in (1.5), the left­
hand side becomes N- 1

• Therefore, we have 

(1.8) 

Since (1.4) is an inhomogeneous integral equation, 
its solution F(q, P) is uniquely determined. Because 
of (1.6), -m~ is determined as a pole of F(q, P) 
as a function of p2, and f(q, D) is given by the 
residue of F(q, P). Therefore, f(q, D) is also uniquely 
determined. Then the absolute value of N is de­
termined by means of (1.8). Inserting the result 
into (1.5), we can determine the absolute magnitude 
of the Bethe-Salpeter wavefunction x. We therefore 
refer to (1.8) as the normalization condition. In 
order that the wavefunction may be normalizable, 
the right-hand side of (1.8) must be positive. How­
ever it is possible that F(q, P) has poles for which 
the right-hand side of (1.8) is negative. The bound 
states corresponding to such poles will be the so­
called ghost states. In fact, we show in Sec. 6 that, 
in a certain case, negativeness of the right-hand 
side of (1.8) is the condition for appearance of the 
ghost in the renormalization theory. 

The above consideration can be easily extended 
to the vector deuteron case. In this case we consider 
the function 

(l.9) 

The Fourier representation of this function has 
the form f d4x exp (i Dx)(m~ - Ox)K(x l , X2 ; x, x) 

= -i2V Do(O /T(r;,,(x 1)r;n(X2»/ D)(D /r;;(O)r;:(O)/O) LixI ,x2;x) = -(2'nr
s f d4

q d
4
PF,,(q, P) 

where ID) is the single deuteron state with four­
momentum D that satisfies D2 = -m!. Inserting 
(1.3) into the left-hand side of this equation, we have 

X(XI , X2 ; D) == (2V Do)1!2(O /T('P,,(XI)'Pn(X2»/ D) 

= -iN*(2'nr 4 f d4qf(q, D) 

X exp [i(!D + q)xI + i(!D - q)X2] , (1.5) 

3 E. E. Salpeter and H. A. Bethe, Phys. Rev. 84, 1232 
(1951); M. Gell-Mann and F. Low, ibid. 84, 350 (1951). 

X exp [iC!P + q)X I + i(!P - q)x2 - iPx]. (1.10) 

In order to decompose PI' into the transversal and 
longitudinal parts, we introduce three unit four­
vectorse~a) (a = 1,2,3)whichsatisfye(a)·e(~) = oa~ 
and eCa).p = 0 and write 

3 

Fiq,P) = Le~a)(eCa).q)Ft(q,P) +PpF1(q,P). 
a-I 

(1.11) 

Then it is easily found that (1.2) gives 
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(e(a). q)F,(q, P) 

= [(!P + q)2 + m2r 1[(!p _ q)2 + m2r 1 

X [(e(a).q) + J d4 q'G(q, q';P) 

X (e(a). q')F,(q', P) J, (1.12) 

Fl(q, P) = [(!P + q)2 + m2r 1[(!p _ q)2 + m2r 1 

X [(p.q)/P2 + J dVG(q, q';P)FI(q',P)]. (1.13) 

In (1.12), the factor (e(a) .q) appears also in the 
integral after carrying out the integration, so we 
can finally drop this factor from the both sides. This 
justifies that Fp can be written in the form (1.11). 

If we assume the existence of a transversal 
vector deuteron with mass md, we have from (1.9) 

3 

= -i L (2V Dor/2 
a-I 

X (0 /T(IP,,(XI)lPn(X2» / D, e(a»e~a) /N*, (1.14) 

where ID, e(a» denotes the single deuteron state 
with four-momentum D and polarization vector e (a) , 

and we have put 

e~a)/N = (2V Do)1I2<0 I!{IPP(X) a~~~) 

- aIPaP(x) IPn(X)] I D, e(a». (1.15) 
X" x-o 

Inserting (1.10) with (1.11) for Fp into the left­
hand side of (1.14), we have 

== (2V DO)1/2(0 /T(IPp(XI)lPn(X2» / D, e(a» 

= -iN*(27rr4 J d4q(e(a).q)!,(q, D) 

X exp [i(!D + q)x1 + i(!D - q)X2], (1.16) 

where 

!,(q, D) = [(m~ + P 2)F,(q, P)]P-D' (1.17) 

From (1.15) and (1.16) we have the normalization 
condition 

(1.18) 

pendent of e(a) because e(a) is perpendicular to D. 
In the same way, if we assume the existence of a 

longitudinal vector deuteron, we have the following 
result: 

XI(X1, x2; D) == (2V DO)1/2(O IT(IPp(x1)IPn(X2»/ D, l) 

= -iN*(27rr4 J d4 q!l(q, D) 

X exp [i(!D + q)x1 + i(!D - q)x2], (1.19) 

where 

Mq, D) = [(m~ + p 2)FI(q, P»)P-D, (1.20) 

and the absolute value of N is determined by 

2. SCALAR SOLUTION IN THE LADDER 
APPROXIMATION 

In this section we give a formal solution to the 
inhomogeneous Bethe-Salpeter equation (1.4) in the 
ladder approximation and, on its basis, we discuss 
the normalizability of the wavefunction and a 
possible approximation method. In the ladder ap­
proximation the kernel G is expressed as 

G(q, q';P) = -iA1I'-2[(q - q,)2 + JL2r\ (2.1) 

where JL is mass of the meson. Wick4 has shown that 
(1.4) with (2.1) can be transformed into a non­
singular Fredholm integral equation by bringing qo 
on the imaginary axis and we could obtain a formal 
solution using Wick's equation. We intend, however, 
to examine later the connection between our method 
and the dispersion-theoretic method by Blanken­
beeler and Cook. For this purpose it is convenient 
to express F as 

1 fl 1'" F(q, P) = 2" -1 dz 0 dt[~0(P2) oCt) + f]o(z, t; p 2)] 

X [q2 + z(q.P) + m2 + p 2/4 + W2
• (2.2) 

This representation is essentially the same as the 
one that was first introduced by Wanders.s Ida and 
Maki6 have proved that all the eigenfunctions of 
the kernel in the abovementioned Wick's equation 
can be expressed in the form (2.2). 

Inserting (2.1) and (2.2) into (1.4), and trans­
forming the integral over q' into Feynman's param-

• G. C. Wick, Phys. Rev. 96, 1124 (1954). 
6 G. Wanders, Helv. Phys. Acta 30, 417 (1957). 
6 M. Ida and K. Maki, Progr. Theoret. Phys. (Kyoto) 

The right-hand side of this equation is really inde- 26,470 (1961). 
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eter integral, we have the following system of 
equations: 

1 

7Jo(z, t; P2) = -AMp2) LI dz'ko(z, t; z', 0; p2) 

- A 11 dz' (' dt'koCz, ti z', t'i P2)f/o(Z', t'i P2), 
-1 Jo 

(2.3) 

~O(P2) + 10'" dt7Jo(z, ti P2) = 1. (2.4) 

where ko is defined by 

ko(z, t;z', t'i P2) = IJ{tp(z,z') - t' _p.2 - 2p. 

X [t' + m2 + (1 - ZI2)P2/4]1/2} 

X (2t)-I[tp(Z, Zl) - t' + /] 
X [tp(z, z') + m2 + (1 - z,2)p2/4r1 

X {tp(z, z') - I' - p.2 - 2p. 

X [t' + m2 + (1 - z,2)p2/4]1/2 1-1I2 

X {tp(z, z') - t' - / + 2p. 

X [t' + m2 + (1 - z,2)p2/4]1/2r1l2, 

with the abbreviation 

(2.5) 

p(z, z') = (1 ± z')/(1 ± z), for z 5 z'. (2.6) 

We immediately see from (2.5) that ko is positive 
definite. The independence of the second term in 

o s [aT(Z, u)/au]kJ2)(z, T(Z, u); z', T(Z', u'); pZ) 

the left-hand side of (2.4) on z follows from (2.3), if 
the integralI~ dt ko(z, t; z', t'; p2) is independent of z. 
But this is really the case, as is seen by transforming 
the integration variable t into tp(z, z'). 

We see from (2.5) that ko is not bounded. In order 
to obtain an integral equation with a bounded kernel, 
we iterate (2.3). Then we have 

7Jo(z, ti p2) = -A~o(P2) {I dz' 

X [ko(z, t; z', 0; p2) - AkJ2\z, t; z', 0; P2)] 

+ A2 fl dz' f'" dt'kJ2)(Z, t;z~ t';p2)7]O(Z~ t';P2), 
-I 0 

(2.7) 

where k~2) is the iterated kernel defined by 

1 1'" kJ2)(Z, t; z', t') = f dz" dt"ko(z, t; z", t") 
-1 0 

X ko(Z", t"; z' , t'). (2.8) 

Equation (2.7) is a regular integral equation to 
which we can apply the Fredholm solution formula. 
In fact, if we transform the variable t into u by 
t = T(Z, u), where 

(2.9) 

the infinite region -1 ~ z ~ 1, 0 ~ t < CD is 
transformed into the finite region -1 ~ z ~ 1, 
o ~ u ~ 1 and it is proved that 

(/ + m2 + P2/4) {m1/2 + [}L2 + 2p.(m2 + P2/4)1/2]1I4} 2 

< HII' mI/2p.(m2 + P2/4)5/4[p.2 + 2p.(m2 + P2/4)l!2]3/2 , (2.10) 

for -1 S z,z' S 1, o S u, u' S 1. 

The proof is given in the Appendix. This inequality following Fredholm series associated with (2.7) are 
means that if p. > 0 and -4m2 < p2 ~ 0, the convergent [uniformly for (2.12)] for any value of A: 

Do(z, t;z', t';P2) == kci2)(z, t;z', t') 

kJ2)(Z, t; z', t')kJ2)(Z, t; 1) 

kJ2) (1; z', t')kJ2) (1, 1) 

kJ2 )(z, t; n) 

kJ2)(1, n) 

(2.11) 

(2.12) 
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where 

k~2)(i,J) = kri2)(Zi' ti;Zi, ti), 

J (dv)" = II dZ l 1'" dt1 ••• II dz" 1'" dt", 
-1 0 -1 0 

and we have suppressed the argument p 2 in kri2). 
The solution to the system of equations (2.4) and 
(2.7) can be easily written down in terms of these 
functions. The result is as follows: 

'l/o(z, t; P2) = fl dz' .1o(z, t; z', 0; P2)/ .10(P2) , (2.13) 

(2.14) 
where 

.1o(z, t;z', t';P2) = -").. DO(P2)ko(z, t;z', t';P2) 

I
I '" 

+")..2 Do(Z, t;z', t';p2
) _")..3 dz" 1 dt" 

-1 0 

X Do(z, t; z", t"; P2)ko(z", t"; z', t'; p2) , (2.15) 

We have also proved that 

[ar(z, o-)/ao-] fl dz'ko(z, r(z, 0-); z', 0) 

is a bounded function of z and <T in the region 
-1 S; z S; 1,0 S; 0- S; 1, provided that _p2 * 
2m2 + mI-'. From this and (2.15) it follows that 

[ar(z, o-)/ao-] fl dz' .1o(z, r(z, 0-); z', 0; p2) (2.17) 

is a bounded function of z and <T in the region 
-1 S; z S; 1,0 S; <T S; 1, unless _p2 = 2m2 + mI-'. 

As was mentioned in Sec. 1, mass of the scalar 
deuteron corresponds to a pole of F(q, P), namely, 
a pole of 'I/o and/or ~o. Therefore, because of (2.13) 
and (2.14), the mass md is determined by 

(2.18) 

We further see from (2.2), (2.13), and (2.14) that 
I(q, D), which is defined by (1.6), is given by 

1 II 1'" I(q, D) = 2 -1 dz 0 dt['Yo oCt) + 10(Z, t)] 

X [q2 + z(q·D) + m2 - m~/4 + tr2, (2.19) 

with 

10(Z, t) = {I dz' .1o(z, t;z',O; - m~)/.1~(-m~), 
(2.20) 

(2.21) 

where .1~(p2) denotes d.10(p2)/dp2. Then it follows 
from (2.18) and (2.16) that 

'Yo + 10''' dtto(z, t) = o. (2.22) 

As a result of this relation, I(q, D) behaves like q-G 
as q - co. This is necessary for the convergence 
of the integral in the normalization condition (1.8). 

Here it should be mentioned that only those roots 
of (2.18) for which .1o(z, t; Zl, t'; -m!) does not 
identically vanish correspond to the bound states. 
The reason for this remark is as follows: Suppose 
that Do(P2) = 0 for a certain value of p2. Then 
Do(z, t; Zl, t'; p2) for fixed z' and t' is an eigenfunction 
of kri2) belonging to the eigenvalue ")..2, so it is also 
an eigenfunction of ko belonging to the eigenvalue 
").. or -")... If ").. is the eigenvalue, .1o(z, t; Zl, t'; P2) 
identically vanishes as is seen from (2.15). In this 
case, though we have .1o(p2) = 0, this value of p2 
is not a pole of 'I/o or ~o. 

The normalization condition (1.8) now becomes, 
by the insertion of (2.19) and the use of (2.22), 

-1 II 1"" /N/-2 
= 3211"2 -1 dz 0 dtto(z, t) 

X I
t + m2 - (1 - z2)m~/4: 

n 2 ( 2) 2 • m - 1 - z m,J4 
(2.23) 

The integral on the right-hand side is evidently 
convergent by virtue of (2.17). Therefore, the Bethe­
Salpeter wavefunction given by (1.5) is finite. 
Unfortunately, however, we cannot say anything 
about the sign of the right-hand side of (2.23). 
We will show in Sec. 5 that the right-hand side of 
(2.23) is positive for all the eigenvalues in the non­
relativistic limit. 

Since the series (2.11) and (2.12) are always 
convergent, the expansions of .1o(p2) and .1o(z, t; 
z', t'; p2) in powers of A are also always convergent. 
If the convergence is sufficiently fast, one can have 
an approximate solution by retaining the first few 
terms in those expansions. The accuracy of the 
approximation can be estimated with the aid of 
(2.10). If we retain terms in AO and Al as the first 
approximation, we have from (2.15) and (2.16) 

(2.24) 

.10(p2) = 1 - A l"" dt {I dz'ko(Z, t; z', 0; P2), (2.25) 

therefore the mass md is determined by 

1
'" 1 

1 = ").. dt I dz'ko(z, t; z', 0; - m!). 
o -1 

(2.26) 
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This equation is found to be equivalent to that of 
Blankenbeeler and Cook! if the self-energy part of 
the proton is neglected in the latter. 

When we want to obtain the eigenvalue A under 
the condition that mol « m and mol « J.I, we have 
another approximation method. In this case we 
put p2 = 0 as the first approximation. Then we 
see from (2.5) that the kernel ko has the following 
form: 

ko(z, t; z', t'; 0) = fU, t', p(z, z'». 

Inserting this into (2, 3) and integrating the both 
sides over z, we have, because of (2 .. 6), 

;jet) = -~(O)k(t, 0) - X 10'" dt'kU, t');j(t'), (2.27) 

where 

III ;jet) := 2 -I dz'l/o(z, t; 0), 

k(t, t') := 2 J~ dpp -2f(t, t', p). 

Equation (2.27) is a one-dimensional equation. 
Moreover, if k is calculated explicitly, it is found 
that (2.27) can be reduced to an integral equation 
of Volterra type, which is solved by the Neumann 
series. This approximation is essentially the same 
as that of Thirring et al. 7 

3. DISPERSION RELATION FOR THE 
DEUTERON-PROTON-NEUTRON VERTEX 

FUNCTION 

We consider the function 

(3.1) 

where j,,(x) := (m2 
- O)\O,,(x) and In) is the single 

neutron state with four-momentum n satisfying 
n2 = _m2

• r is related to the Bethe-Salpeter wave­
function X by 

f(-(D - n/) = i J d4x2 exp (-inx2) 

Inserting the Fourier-integral representation (1.5) 
for X into (3.2), we have 

r(-(D - n)2) = N*V(!D - n, D), (3.3) 

where 

(1.4), we have 

V(q, D) = J dVG(q, q'j D)f(q', D). (3.5) 

Inserting (2.1) and (2.19) into the right-hand side 
and carrying out the integration over q' by means 
of the Feynman's method, we have 

V(q, D) = xli dz 1'" dt 1'" dt'ko(z, t; z, t'; - m~) 
-1 0 0 

X ['Yo aU') + to(Z, t')]t 

X [l + z(q·D) + m2 - m~/4 + trl. (3.6) 

Using this equation, we can easily rewrite (3.3) as 

rex) = 1: J'" dx' _f(X') , (3.7) 
71" m' X - X 

where 

p(x') := 7I"N*X fl dz 10'" dt'tel + z)(x' - m
2
) 

X ko(z, tel + z)(x' - m2);z, t'; - m~) 

X ['Yo oCt') + to(z, t')]. (3.8) 

Convergence of the integral in (3.7) can be easily 
verified by the use of (2.5) and (2.17). 

Now, the actual lower limit of the integral (3.7), 
which we denote by a, is not m2

, but larger than m2
• 

We see from (2.5) that the ko in (3.8) has the factor 
e[x' - fez, t')], where 

fez, t') = m2 + 2(1 + Z)-I 

X {t' + l + 2,u[t' + m2 - (1 -l)m~/4r/2). 

Therefore a is the minimum value of fez, t') in the 
region -1 ~ z ~ 1, 0 ~ t' < co. This minimum 
value is as follows: 

a = (m + ,u)2, when m! < 2m2 + m,u, 

a = m2 + (2m2) -I ,uma 

X [,umd + (4m2 - lr/2(4m2 - m~)!/2], 

when 4m2 > m~ > 2m2 + mJ.l. 
The latter is the well-known anomalous threshold. 

We have thus proved that, within the ladder 
approximation, rex) satisfies the dispersion relation 
without subtraction which was assumed by Blanken­
beeler and Cook.! 

V(q, D) := [(!D + q)2 + m2] 

X [(!D - ql + m2]f(q, D). 

The renormalized deuteron-proton-neutron cou­
pling constant fa is defined as r(m2

). Making x 
(3.4) equal to m2 in (3.7), we have 

Since f(q, D) satisfies the homogeneous version of 

7 K. Baumann and W. Thirring, Nuovo cimento 18, 357 
(1960); K. Baumann, P. G. O. Freund, and W. Thirring, 
ibid. 18, 906 (1960). 

11 '" 1'" ra=N*'A dz1 dt dt'ko(z,t;z,t';-m~) 
-I 0 0 

X ['Yo 0(1') + to(Z, t')]. (3.9) 
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Using the system of integral equations satisfied by 
'Yo and to, which is the homogeneous version of the 
system of equations (2.3) and (2.4), we easily obtain 
from (3.9) rd = N*'Yo. If we neglect to in the right­
hand side of (3.9), and replace N*'Yo by r d, we 
have again the same approximate equation as (2.26): 

1 = X fl dz 1'" dtko(z, t; z, 0; - m~). 
-1 0 

4. VECTOR SOLUTIONS IN THE LADDER 
APPROXIMATION 

We first consider the transversal case. In this 
case we have to solve the integral equation (1.12) 
for Ft(q, P). As in the scalar case we write Ft(q, P) as 

1 fl 1'" Ft(q, P) = 2 -1 dz 0 dt[Mp
2
) oCt) + 1/1(Z, t; p

2
)] 

X [q2 + z(q.P) + m2 + p 2 j4 + er2
• (4.1) 

If we insert this and the ladder approximation (2.1) 
into (1.12) and put 

kl (z, t; z', t'; p 2
) 

= W' + m2 + (1 - Z,2)P2j4 _ ~2] 

X [tp(z, z') + m2 + (1 - z,2)p2j4r1 

+ 2~2[tp(Z, z') - t' + ~2rllko(z, t; z', 1'; p 2
), (4.2) 

we obtain that system of integral equations for ~1 

and 111 which is obtained from the system of equations 
(2.3) and (2.4) just by replacing every subscript 0 by 
1. We further find by the use of (4.2) and (2.5) that 

(4.3) 

Consequently the analogue of the iterated integral 
equation (2.7) is again regular. Therefore the system 
of integral equations satisfied by ~1 and 1/1 can be 
solved by exactly the same method as was used in 
solving (2.3) and (2.4), and the solution is given 
by the expressions which are obtained from (2.11)­
(2.16) just by replacing every subscript 0 by 1. 
And exactly in the same way as in the scalar case, 
we have the following results: the mass of the 
transversal deuteron md is determined by 

by replacing every subscript 0 by 1. Analogous to 
(2.22), we have 

'Yl + 10'" dttl(Z, t) = O. (4.6) 

Differently from the scalar case, (4.6) is not 
enough to make the normalization integral in (1.18) 
convergent because of the factor (e(a) .q)2 in the 
integrand. However, we have one more relation 
in the following way: Using (4.2) and (2.5), we 
can derive 

i'" dt tk1(z, t; Z', t'; p 2) = [2p(z, z')r 1
• (4.7) 

If we multiply (2.3), with subscripts 1 in place of 0, 
by t, and integrate over t, we have on account of 
(4.7) and (2.4), with subscripts 1 in place of 0, 

1'" dt t1/1(Z, t; p 2) = -x fl dz'[2p(z, z')rl. 
o -1 

(4.8) 

Multiplying both sides of this equation by m~ + p 2 

and making p2 tend to -m~, we have 

10'" dt ttl(Z, t) = O. (4.9) 

Because of (4.6) and (4.9), It(q, D) given by (4.5) 
behaves like q -8 as q --t <XI. Therefore, if we insert 
(4.5) into (1.18), the integral over q is convergent 
and we have 

1 fl 1'" INI-
2 

= 6411'2 -1 dz 0 dttl(Z, t) 

X [t + m2 - (I - l)m;j4] 

X I t + m2 
- (1 - l)m~j4. 

n m2 
_ (1 - l)m~j4 (4.10) 

After a careful examination8 we have found that 
the integral in (4.10) is convergent. We will show 
in the next section that the right-hand side of (4.10) 
is always positive in the nonrelativistic limit. 

Next we consider the longitudinal case. The inte­
gral equation which we have to solve is (1.13). In 
this case we put 

1 fl (4.4) Fl(q, P) = 2p2 -1 dz 

It (q, D) which is defined by (1.17) is expressed as 

1 JI 1'" !t(q, D) = 2 -1 dz 0 dt['Y1 oCt) + tl(Z, t)] 

X [q2 + z(q.D) + m2 - m~j4 + tr2, (4.5) 

where tl and 'Yl are given by the expressions which 
are obtained, respectively, from (2.20) and (2.21) 

8 51 satisfies the integral equation which is obtained from 
(2.3) by replacing '10 by 5" ko by k" and ~o by 'rl. It also 
satisfies the same boundedness condition as (2.17). Using 
these facts and the expression of kl' we can prove that 
If o"dt t51(Z, t) I < Ct'-W, where C is a constant. From this 
follows the convergence of the integral in (4.10). 
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Then (1.13) is transformed into 

'Il-(z, t; p 2
) = o(z + 1) - o(z - 1) - i\ f, dz' 

x 10
00 

dt'ko(z, t;z', t';p2)1]_(Z', t';pZ
), (4.12) 

where ko is given by (2.5). We immediately see from 
(2.5) that 

ko(z, t; z', t'; p2) = ko( -z, t; - z', t'; p2). (4.13) 

From this and (4.12) it follows that 'Il-(z, t; p2) is 
an odd function of z. In fact, in deriving (4.12), 
we have dropped a term which vanishes by virtue 
of the oddness of 1/_. 

If we iterate (4.12), we have an integral equation 
with the iterated kernel kci2

), so we can immediately 
write down the solution in terms of the functions 
(2.11) and (2.12). The result is as follows: 

'Il-(z, t; P2) = o(z + 1) - o(z - 1) 

- i\ 10
00 

dt'[ko(z, t; - 1, t'; p2) 

- ko(z, t; 1, t'; p2)] 

+ i\2 D_(z, t;PZ)/DO(P2), (4.14) 
where 

D (z t· p2) == f' dz' f dt' D (z t· z' t'· p2) - , , 0 , , , , 
-I 0 

x {o(z' + 1) - o(z' - 1) 

- i\ 10
00 

dt"[ko(z', t'; - 1, til; p2) 

- ko(z', t'; 1, til; p2)] } . (4.15) 

The mass of the longitudinal deuteron is therefore 
determined by 

(4.16) 

and fl(q, D), which is defined by (1.20), is given by 

fl(q, D) = -(2m~)-1 f, dz 10
00 

dtt _(z, t) 

X [q2 + z(q.D) + m2 - m~/4 + tr2, 
where 

(4.17) 

(4.18) 

The same remark as in the scalar case applies also 
to this case: Only those roots of (4.16) for which 
D_(z, t; -m~) does not identically vanish corre­
spond to the bound states. 

Now we have 

(4.19) 

because this integral is independent of z whereas 
t _(z, t) is an odd function of z. Consequently fz(q, D) 
behaves like q-a as q -t co. Therefore, if we insert 
(4.17) into the normalization condition (1.21), the 
integral over q converges, and we have 

1 f' 100 

INI- 2 
= -64 22 dz dtzt-Cz, t) 

11" md -I 0 

X I 
t + m2 

- (1 - i)m~/4 
n 2 ( 2 Z • m - 1 - z )mJ/4 

(4.20) 

Since t _ satisfies the same boundedness condition 
as (2.17), the integral in (4.20) is obviously con­
vergent. 

The present longitudinal vector solution belongs 
to the S-state solution of Wick4 and Cutkosky,9 
because fl(q, D) is a function of q2 and qo alone 
in the rest system of the deuteron. But, since fl(q, D) 
is an odd function of qo, the present solution is the 
abnormal solution with odd value of the quantum 
number K in reference 9. In the nonrelativistic limit 
the longitudinal solution does not exist, because 
the integral equation (4.12) reduces to the one of 
the Volterra type which has no eigenvalues. 

5. NONRELATIVISTIC LIMIT 

In order to make the meaning of the normaliza­
tion condition clear, we investigate in this section 
the nonrelativistic limit of the equations obtained 
in Sees. 2 and 4. For this purpose it is convenient 
to put p2 = -4(m2 - cl). In the nonrelativistic 
limit we make m tend to infinity, leaving /L and a 
finite. 

First we consider the scalar case. The problem 
is to find out the nonrelativistic limit of (2.3) and 
(2.4). This problem has been already solved by 
Wanders,5 but his procedure was very complicated. 
Because our procedure is much simpler, it will be 
worthwhile to state it here. We first rewrite the 
expression of ko (2.5) as 

ko(z, t; z', t'; p2) 

= (2/L)-I(m2 _ (2)-1/28[~(z')2 _ Z,2] 

X 8{tp(z, z') - t' - /Lz - 2/L 

X [t' + a2 + (m2 
- (

2)z'2]'/Z} 

X (2t)-1[tp(Z, z') - t' + Il] 
X [~(Z')2 - z,2r1l2 

X [tp(z, z') + a2 + (mZ 
- a Z)z,2r ' , 

9 R. E. Cutkosky, Phys. Rev. 96, 1135 (1954). 

(5.1) 
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where 

e(z,)2 = [4l(m2 - a2)rl 

X {[tp(z, z') - t' - p.T - 4l(t' + a2)}. 

We assume that m2 » t, t', l, a2
• Then we find 

that e(z') « 1. Therefore, because of the first (J 
function in (5.1), ko is different from zero only 
when z' is in a very small interval around z' = o. 
We also see that only the last two factors in (5.1) 
rapidly vary with z'. Therefore we can put z' = 0 
in the remaining factors, and also can replace e(z') 
and p(z, z') in the last two factors by e(O) == e 
and p(z, 0) respectively. Thus we have in the 
nonrelativistic limit 

ko(z, I; z', t'; p2) = (2p.)-I(m2 - a 2
)-1/2 o(z') 

X (J[tp(z, 0) - t' - p.2 - 2p.(t' + a 2)1/2] 

X [tp(z, 0) - t' + /](2t)-1 L. dz" 

X [tp(z,O) + a2 + (m2 
- a 2)z,,2rl(e2 _ Zff2)-1/2. 

The integration is easily carried out, yielding 

ko(z, Ii z', t'i P2) = (1I"/2m)[tp(z, 0) + a2
]112 

X rl (J[tp(z, 0) - t' -l- 2p.(t' + a 2)1/2] o(z'). (5.2) 

We insert this into (2.3), set z = 0 in both sides, 
and transform the variables as follows: 

(5.3) 

Then we have the following integral equation: 

wo(x, a2) = -l(x2 - a2) [(J(X - p. - a) 

potential in the nonrelativistic limit. The Neumann 
series associated with (5.4) is always convergent. 
In fact, for any finite value of x, a finite number of 
iterations suffices for calculating exact value of woo 

On account of (5.5), the binding energy is de­
termined by 

(5.7) 

where we have put a~ = m2 
- m!/4 = (mB)1/2, 

B being the binding energy. The function 

to(z, t) == [(m~ + P 2)T/o(z, ti p 2))P' __ md' 

now becomes 

to(O, t) = 2wo(x, a~)/[xJ~(a~)]. (5.8) 

Now, the logarithm in the normalization condition 
(2.23) is found to be appreciably different from zero 
only for z ~ 0 in the nonrelativistic limit. Therefore 
the integral in (2.23) can be expressed in terms of 
to(O, t), which is given by (5.8). Indeed it is easily 
found that (2.23) becomes, in the nonrelativistic 
limit, 

INr 2 
= - [41I"mJ~(a~)rl fa> dx(x - ao)wo(x, a~) 

1'+«0 

(5.9) 

In order to see the meaning of the above equation, 
we introduce the function 

uo(r, a) == e - aT + fa> dxwo(x, a2)e -XT • 

~+a 

Then it follows from (5.4) that 

(
d2 -W) -- - a2 + l e_ u (r a) = 0 dr2 r 0, • 

(5.10) 

(5.11) 

+ (J(x - 2p. - a) fX-~ dx'wo(x', a2
)] 

a+p. , 

This means that Uo is the S-state radial wavefunc­
(5.4) tion in the Schrodinger theory. From (5.10) and 

(5.6) we have 

where l == 1I"A/m. On the other hand, (2.4) is trans­
formed by (5.3) into 

(5.12) 

~O(P2) = 1/ J o(a') , 

where 

(5.5) Therefore (5.7) is nothing but the ordinary eigen­
value condition. From (5.10), (5.7), and (5.6) we 
have 

J o(a
2

) == 1 + fa> dxwo(x, a 2
). 

~+a 

(5.6) 

Equation (5.4) is a special case of the integral 
equation derived by Bertocchi et al. lo for the Laplace 
transform of the SchrOdinger wavefunction. This 
proves that the Bethe-Salpeter equation gives the 
ordinary Schrodinger equation with the Yukawa 

10 L. Bertocchi, C. Ceolin, and M. Tonin, Nuovo cimento 
18, 770 (1960). 

u~(O, ao) = - fa> dx(x - ao)wo(x, a~), 
p.+ao 

(5.13) 

where the prime means the derivative with respect 
to r. We further introduce the function vCr, a) == 
auo(r, a)jaa2

• Then, differentiating (5.11) with 
respect to ex2

, we have 

(
d2 -~T) 
al - ex

2 + l ~ vCr, ex) = uo(r, ex). (5.14) 
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If we subtract (5.14) multiplied by Uo from (5.11) 
multiplied by v, and integrate the result over r, 
we have, because uo(O, ao) = 0, 

J~(a~) = (" dr uo,~o a~); . (5.15) 10 Uo ,ao 

In obtaining this we have used the relation v(O, ao) = 

J~(a~) which follows from (5.12) and the definition 
of v. Inserting (5.13) and (5.15) into (5.9), we have 

INI- 2 
= u~(O, ao){ 41rm i oo 

druo(r, ao)2 TI. (5.16) 

The right-hand side of this equation is obviously 
positive. 

If we introduce the normalized S-state wave­
function 1{;o(r), (5.16) becomes INI-2 

= 1{;(0)2jm. 
The same result is obtained if we calculate INI 
from the definition (1.7) by the use of 

(0 l'Pp(xI)'Pn(X2) I Tp , Tn> = (2V2m)-1 

(5.17) 
p.n 

(Tp , rn I D) = V- 1I2 

X exp [iD·t(Tp + Tn)]1{;o(ITp - Tn/). (5.18) 

The transversal vector case is treated in a similar 
way. We therefore give only the results in the 
following. In the nonrelativistic limit, the integral 
equation for '1)1, which is (2.3) with subscripts 1 
in place of 0, reduces to 

2 -l [ x
2 + a2 

- p.2 
WI(X, a) = -2--2" 8(x - p. - a) -'----'--:2-'-------'-'--

x - a xa 

+ O(x - 2p. - a) 

(5.19) 

where 

satisfies the Schrodinger equation for the P-state 
radial wavefunction 

(
d2 2 e-~r) 
-- - - - a2 + l - u (r a) = ° dr2 r2 r I, • 

(5.23) 

The normalization condition (4.10) is then written 
in terms of the function U I as 

INI- 2 = 3{[ul (r, ao)/r2Jr_O) 2 

X {41rm i OO 

drul(r, a o)2rl. (5.24) 

The right-hand side is again positive. If we calculate 
INI from the definition (1.15) by the use of (5.17) 
and the P-state analog of (5.18), we have the same 
result as (5.24). 

6. THE LADDER-CHAIN APPROXIMATION FOR 
THE NUCLEON-ANTINUCLEON CASE 

In this section we consider the bound state of 
the nucleon and antinucleon. In this case it is 
possible that a nucleon-antinucleon pair annihilates 
to form a meson and vice versa. The simplest 
approximation to take this process into account 
is to put 

G(q, q'; P) = -iA1r-2[(q - q,)2 + lr l 

- ig~(21r)-4(P2 + p.~rl, (6.1) 

where p.o and go are the unrenormalized mass of 
the meson and unrenormalized coupling constant. 
We confine ourselves to the scalar case. Then the 
inhomogeneous Bethe-Salpeter equation (1.4) still 
holds. The homogeneous version of (1.4) with (6.1) 
has been solved approximately by Okubo and 
Feldman2 for the case /J. = /J.o = 0. If we insert 
(6.1) into (1.4), we easily see that the solution can 
be written as 

F(q, P) = Fo(q, P)[l - g~(P2 + p.~)-I~(p2)r\ (6.2) 

(5.20) where Fo(q, P) is the solution of the integral equation 

Equation (5.19) is again a special case of the equa­
tion given by Bertocchi et al. lO for the P-state 
Schrodinger wavefunction. The binding energy is 
determined by 

Fo(q, P) = [(!P + q)2 + m2r 1[(!p _ q)2 + m2r 1 

X {I - 1,A1r-2 J dV[(q - q,)2 + p.2r1Fo(q',P)}, 

(6.3) 

1 + ao foo dx x-'w,(x, a~) = 0. (5.21) and ~(P2) is defined by 
p.+ Qo 

As a result of (5.19), the function 

u,(r, a) == [1 + (ar)-l]e- ar 

+ foo dxw,(x, ( 2)[1 + (xr)-l]e-U 

~+a 

(5.22) 

~(P2) = -i(21r)-4 f d4qFO(q, P). (6.4) 

Equation (6.3) is nothing but the equation in the 
ladder approximation, so its solution has been 
given in Sec. 2. 
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N ow we introduce the unrenormalized meson 
propagator including radiative corrections, and 
denote it by ll./n(P). If we calculate it in the same 
approximation, we have 

ll.:'(P) = [P2 + Jl~ - g~~(p2)rl. (6.5) 

Therefore, the observed mass J.L of the meson is 
given by 

- J.L2 + Jl~ - g~~( - Jl2) = O. (6.6) 

We eliminate 1-'0 from (6.2) by the aid of (6.6). 
Then we have 

where In) is the single antineutron state with the 
four-momentum n. Equations (3.2), (3.3), and (3.4) 
still hold for this function. In (3.4), however, f(q, D) 
is now given by (6.9). From (3.3), (3.4), (6.9), and 
(6.10) we have 

f( -(D - n)2) 

= go[l - g~~'( -m~)r1l2VHD - n, D), (6.14) 

where 

(6.15) 
_ p 2 + / + g~~( _ J.L2) 

F(q, P) - p 2 + Jl2 _ g~[~(p2) _ ~(_J.L2)] Fo(q, P). Using (2.2) for the expression of Fo(q, P), we have 
(6.7) in the same way as in the derivation of (3.6), 

From this we see that the mass of the deuteron md 
(we still refer to the compound particle of nucleon 
and antinucleon as the deuteron) is determined by 

-m~ + p.2 - g~[~( -m~) - ~(_p.2)] = O. (6.8) 

f(q, D), which is defined as the residue of F(q, P), 
now becomes, on account of (6.7) and (6.8), 

f(q, D) = g~~(-m~)[1 - g~~'(-m~)rIFo(q, D). 
(6.9) 

Inserting this into the normalization condition (1.8), 
and using (6.4), we have 

INI-2 
= g~~(-m!)2[1 - g~~'(-m!)rl. (6.10) 

Therefore it is necessary for the normalizability that 

1 - g~~'( -m!) > O. (6.11) 

When this condition is satisfied, the Bethe-Salpeter 
wavefunction defined by (1.5) becomes by the 
insertion of (6.9) and (6.10) 

x(xI , X2; D) = -i(271r4 go[1 - g~~'( -m!)r1l2 

X J d4qFo(q, D) 

(6.12) 

up to an undetermined phase factor. 
Fo(q, P) is the same as F(q, P) which is given by 

(2.2). From (2.2) and (6.4) we see that ~(P2) is 
a divergent quantity. But ~(P2) - ~(-l) and 
~' (P2

) are found to be finite. Therefore, the eigen­
value equation (6.8) is meaningful, and the Bethe­
Salpeter wavefunction remains finite in spite of 
divergency of the normalization integral. 

V(q, P) = 1 + A fl dz roo dt roo dt'ko(Z, t; z, t';p2) 
-I 10 10 

X [~0(P2) oCt') + 'lJo(z, t'; p 2)] 

X t[q2 + z(q·P) + m2 + p 2/4 + WI. (6.16) 

Using this, we can rewrite (6.14) in the following 
form: 

f(x) = ro + 1100 dx' ~(x'), (6.17) 
7r m' X - X 

where p(x') is given by an expression similar to (3.8). 
The constant r 0 comes from the first term in the 
right-hand side of (6.16). The renormalized deuteron­
proton-antineutron coupling constant f d is defined 
by fd == f(m2

). Because of (6.14) it is proportional 
to V(q, P) in which all the four-momenta carried 
by the three particles are on the mass shell. On the 
other hand, when (P/2 + q? = (P/2 - q)2 = _m2, 
the last two factors in the last term in (6.16) dis­
appear, and as a result of (2.3) and (2.4) V(q, P) 
reduces to ~0(P2). Therefore we have from (6.14) 

fd = goM -m!)[1 - g~~'( -m!WI/2. (6.18) 

Finally we reconsider the above result from the 
viewpoint of renormalization theory. We first notice 
that (6.8) is symmetrical in p. and md. Therefore we 
can exchange the role of the deuteron with that of 
the physical meson, and apply the renormalization 
procedure regarding the deuteron as an elementary 
particle. Then we find that V(q, P) is the proper 
vertex part, and that its value on the mass shell 
~o( -m!) is related to the renormalization constant 
ZI as 

(6.19) Next we consider the deuteron-proton-antineutron 
vertex function 

On the other hand, if we rewrite (6.5) by the use 
(6.13) of (6.6) as 
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o < A(t") < 2 

and replace p. by md, we find that o < (t" - a_)-1/2 ~ (a+ - a_)-1/2 

1 - g~~/( -m~) = Z;I. (6.20) ~ ![p.R(z", zl)(m2 + P2/4)1/2rI/2 

o < (b+ - t,,)-1/2 ~ (b+ - b_t1/2 Therefore (6.18) can be rewritten as 

f'd = goZ;1 Z!/2 . (6.21) ~ !p. -1/2r 1/4 p(z, z"t1/4 

This is the same result as in the renormalization 
theory, because Z2 = 1 in the present approxima­
tion. Because of (6.20), the normalizability condition 
(6.11) becomes Z3 > 0, which is required in the 
renormalization theory. The renormalization theory 
also requires Z3 < 1. It is interesting to see the 
implication of this restriction on our solution. 

APPENDIX 

From (2.5) and (2.8) we have 

kci2\z, t; Zl, I'; p 2) = (41) -1 ill dz"R(z", Zl) 

X O{/p(z,z") - p.2 - 2p.[m2 + (1 - z,,2)p2/4r /2 ) 

X fb- dt"I,,-1 A (/")B(t") 
0+ 

X [(b+ - I")(b_ - I")(t" - a+)(/" - a_)rI/2 (AI) 

with the abbreviations 

A(t") = [I" - R(z", Z')(t' _ p.2)] 

X {I" + R(z", zl)[m2 + (1 - zl2)p2/4]r1 

B(t") = [Ip(z, z") - I" + p.2] 

X [Ip(z, z") + m2 + (1 - z,,2)p2/4r1 

a. = R(z", Zl) {I' + p.2 ± 2p. 

X [I' + m2 + (1 - zl2)p2/4r/2) 

b. = Ip(z, z") + p.2 ± 2p. 

X [Ip(z, z") + m2 + (1 - Z,,2)P2/4]1/2 

R(z" , Zl) = 1/ p(z" , Zl). 

We assume that -4m2 ~ p2 ~ O. Then we easily 
find that, in the integrand of (AI), 

o < /,,-1 ~ a~1 < {R(z", Zl) 

X [p.2 + 2p.(m2 + p2/4)])-1 

o ~ O{ tp(z, z") - Ii - 2p.[m2 + (1 - Z,,2)p2/4]1/2) 

~ O{4/(I - i)-1 - l - 2p.(m2 + P2/4f/2). 

In obtaining the last inequality we have used 
p(z, z") ~ 4(1 - Z2)-I. From (Al) and the above 
inequalities we have 

o ~ kci2l (Z, I; Zl, I'; p2) < (8p.)-I(l + m2 + p2/4) 

X (m2 + P2/4)-S/4[p.2 + 2p.(m2 + P2/4f/2rlrS/4 

X 0[4/(1 - i)-1 _ p.2 _ 2p.(m2 + P2/4)1/2] 

1 

X il dz" p(z, Z,,)-1/4 

X p(z", zlf/21
b

- dl"(b_ - 1,,)-1/2(/" - a+) -112. 

0+ 

(A2) 

The last integral over t" merely reduces to 7r. 
From (A2) and (2.9) we have 

o ~ [aT(Z, o)/au]kci2l (z, r(z, u); Zl, T(Zl, ul); p2) 

< (7r/V2)(l + m2 + p2/4) 

X m-1/2p.-l (m2 + P2/4tS/4 

X [p.2 + 2p.(m2 + P2/4)1/2rl 

X O{u - [/ + 2p.(m2 + P2/4)1/2] 

X [m1/2 + [p.2 + 2p.(m2 + P2/4)1/2] 1I4r 1)u-2 

1 

X (1 - i) -1/4 il dz" p(z, z"t1/4 p(z" , zll/2. (A3) 

But it is easily proved that 

(1 - i)-1/4 ill dz" p(z, Z,,)-1/4p(Z", Zl)1/2 < 11(2f/2. 

(A4) 

From (A3) and (A4) follows (2.10). 
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A m~thematicB;lly rigorous su~mation procedure is developed for Feynman integrals involving 
a repulsive potential. The central Idea of the proof is to connect certain Wiener integrals with the 
Fey?-man integral in question by making use of holomorphic vector-valued functions and holomorphic 
semlgroups. 

INTRODUCTION 

AN approach to nonrelativistic quantum me­
chanics based on the classical Lagrangian of 

the system in question and an action principle has 
been formulated by Feynman.1 In particular, for a 
system whose classical behavior is governed by a 
scalar potential Vex), x E Em, he was able, after 
several formal simplifications, to write the quantum 
mechanical evolution of the system with initial 
state 1/;(x), f Em 11/;1 2 dx < CO, as follows: 

1/;(x, t) = lim ~ r ... r 1/;(xo) (
2 't)-mn!2 

n-+CO n JEm JEm 

X II" { .[(X; - X;_1)2 - J:. V( . )]} 
1 exp 1. 2t/n n X,-l 

(1) 

where x" = x and where we have assumed, for 
simplicity, that h = 1 and mass is equal to 1. 
Feynman then formally showed that Eq. (1) was 
the solution of the Schrodinger equation for the 
system. 

Since Feynman's arguments were purely formal, 
one might ask, What is the precise mathematical 
meaning of the "limit" appearing in Eq. (1) and 
when does the "limit" satisfy SchrOdinger's equation 
and in what sense? It is to these questions that we 
address ourselves in this paper. 

If one replaces the term it by t in Eq. (1), one 
can apply the theory of the Wiener integral and 
conclude that the limit exists pointwise and is a 
solution of the heat equation with perturbation 
- Vex). It was thus hoped a similar complex measure 
was underlying the Feynman integral; i.e., Eq. (1). 
This does not appear to be the case.2

,3 Thus, we 

* This paper is essentially a portion of the author's thesis 
written under the guidance of Professor D. A. Darling at the 
University of Michigan. 

1 R. P. Feynman, Revs. Modern Phys. 20, 367 (1948). 
2 R. H. Cameron, J. Math. and Phys. 39, 126 (1960). 
31. M. Gelfand and A. M. Yaglom, J. Math. Phys. 1, 

48 (1960). 

seem to be left with interpreting Eq. (1) as a problem 
of sequences and not, unfortunately, as the limit of 
Riemann approximations to the integral of a con­
tinuous function over "Feynman" space. 

We will proceed as follows: In Theorem I, we 
replace i by -1/0', Re (0') > 0, in the integrals 
appearing in Eq. (1); we then take the L2 limit, 
which exists for a large class of Vex), and finally 
we let 0' -- ±i in L 2 • The double limit defines a 
unitary flow of 1/;(x). We are able to characterize the 
infinitesimal generator of the flow in terms of the 
Wiener integral which, in most cases, implies the 
double limit is a solution of Schr6dinger's equation. 
Theorem II and the corollary show that the above 
limiting process is a valid summation procedure. 

NOTATION 

The term Em will denote the space of real m­
tuples. Elements in Em will be denoted by x or y, 
with or without subscripts, and for 

x = (Xl .•• xm
), Ixl = [(X1)2 + ... + (xm)2] 112 • 

The term L 2 (Em) will denote the vector space of 
complex-valued, Lebesgue square-summable func­
tions modulo the space of null functions. For 1/;(x) 
and tj>(x) in L 2 (Em), let (1/;, tj» = f;;tj> dx and II1/;W = 
(1/;, 1/;). With this norm, L 2 (Em

) is a complex Hilbert 
space. We say 1/;" converges to 1/; in L2 if 111/;" - 1/;11--° 
as n -- co. We also say l.i.m.,,_oo 1/;n(x) = 1/;(x). 
If A is a bounded linear operator on L2 (E m

), 

IIA lIop = sup IIA 1/;11· 
II'" 11-1 

If A is an unbounded operator on Lz (Em) , !D(A) 
will denote the domain of A. The term I will denote 
the identity operator on L2(Em). 

R+ will denote the complex numbers with positive 
real part. Since we make extensive use of the com­
plex Gaussian kernel in Em, we will use a special 
notation for it; i.e., for x in Em, z in R+, let 

p(x, z) = (211'z)-mI2 exp [ -lxl 2 /2z]. 

36 
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It is well known that p(x, t), t > 0, can be used to 
define a countably additive measure (Wiener meas­
ure) on the space C, of continuous functions from 
[0, t] to Em which vanish at 0. If F,(·) is a summable 
functional on this probability space, then its ex­
pectation will be denoted by E{Ft[x()]}. This 
quantity is also known as the Wiener integral' of 
the functional F t (·). The term flo will denote the 
Laplacian in Em. In our proofs we will make use 
of the theory of strongly continuous semigroups 
of operators on [0, 0:», Hilbert-space and operator­
valued holomorphic functions and holomorphic semi­
group of operators. Hille and Phillips5 have given 
their precise definition and main properties. 

STATEMENT OF THEOREMS 

Theorem I 

Let Vex) be a real-valued continuous function on 
Em which is bounded on bounded sets and bounded 
below everywhere by M > - 0:>. For tf;(x) E L 2 (Em

) 

and z E R+, define 

(Tn(z)tf;)(x) == i .. ... i .. tf;(xv) 

X t1 {p( Xi - Xi-I,;) exp [ -; V(Xi-1)]} 

X dxo ... dXn_l, 

where x" == x. Then (Tn(z)tf;) (x) - Tn(z)tf; is III 

L 2 (Em
) and for u E R+ and t > 0 

l.i.m. [l.i.m. Tn(ut)tf;] (2) 

and 

l.i.m. [l.i.m. Tn(ut)tf;] (3) 
tI--i 

exists and equals U .ttf; == tf;(x, ±t), where U
" 

- 0:> < t < co is a continuous unitary group of 
operators on L2(Em). In fact, if we denote the in­
finitesimal generator of U, by iA, then A is the 
infinitesimal generator of the strongly continuous, 
self-adjoint semigroup of operators T(t) , which is 
defined as follows: 

T(t)", == E{exp [-L V(x(r) +x) dr]tf;(x(r) + X)} 

for t > 0 and tf; E L2(Em). 

• For definitions and details, see M. Kac, Probability and 
Related Topics in the Physical Sciences: Lectures in Applied 
Mathematics (Interscience Publishers, Inc., New York, 1959), 
Vol. 1, Chap. 4. 

& E. Hille and R. S. Phillips, Colloq. Publications Am. 
Math. Soc., 31 (1957). 

Remark 1. From the general theory of semigroups, 
we know that for tf; E ~(A), tf;(x, t) satisfies 

atf;/at = (iA)tf;(x, t) 

and 

IlljI(x, t) - ljI(x)II -70 

as t -7 O. By atf;/at we mean the L2 derivative of 
tf;(x, t) with respect to t. 

The above remark shows that Eqs. (2) and (3) 
define the solution of SchrOdinger's equation with 
initial state ljI(x) if ljI E ~(A) and A = ! flo - Vex). 
This, in fact, is the case when Vex) satisfies certain 
mild smoothness conditions.6 

Theorem II 

Suppose the same definitions and hypotheses hold 
as in Theorem 1. If 

l.i.m. [l.i.m. Tn(ut)tf;] == !.i.m. [Tn(it)tf;] (4) 
n~co ~i "_CO 

exists and is weakly continuous in t, then this limit 
equals U,tf;. A similar argument holds for u -7 -i. 

Corollary. Let the matrix B = (b k ;), k = 1,2 ... , 
j = 1, 2 .,. , define a regular method of sum­
mability for Hilbert space-valued sequences.7 

If, for t > 0 and ljI E L 2(E"'), 

Tn(it)ljI == l.i.m. Tn(ut)tf; 
tT-i 

is B summable to a weakly continuous function of t, 
then this limit is equal to U,ljI. A similar argument 
holds for u -7 - i. 

Remark 2. Theorems I and II show that the double 
limits of Eqs. (2) and (3) can be used as a valid 
summation procedure for the sequence Tn(it)ljI. 

PROOF OF THEOREM I 

We shall give details of the proof of this theorem, 
Theorem II, and the corollary for the case Vex) ~ O. 
The extension of the arguments to the general case 
where Vex) ~ M > - co will be obvious. 

For z E R+, tf;(x) E L 2 (Em
), define 

(1\(z)tf;)(X) == i .. p(x - X1)tf;(XI») dXI' 

It is known8 that 1\(z) is a holomorphic semigroup 

6 D. Ray, Trans. Am. Math. Soc. 71, 120 (1951). 
7 See exercises 34-36 on pages 74 and 75 of this reference 

N. Dunford and J. Schwartz, Linear Operators, Part I 
(Interscience Publishers Inc., New York, 1958) for definitions 
and properties. Dunford and Schwartz only consider com­
plex-valued sequences, but the extension to Hilbert space­
valued sequences is obvious. 

8 Reference 5, pages 602 and 603. 
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in R+ such that 111\(z)llop :::; 1 and that 1\(t), t > 0, 
is a strongly continuous self-adjoint semigroup on 
(0, <Xl) such that limHo 1\ (t) = I in the strong 
operator topology. It follows from the general 
theor/ that 

l.i.m. 1't(ut) , 

exists for t > 0, u E R+ and 1/1 E L 2 (Em
) and more­

over defines a strongly continuous unitary group 
1't(it), - 00 < t < 00. 

Also for Z E R+, 1/I(x) E L 2 (Em
), define 

1'2 (z)1/I == {exp [ -z V(x)]} 1/I(x). 

It is clear that 1'2 (z) defines a holomorphic semi­
group on R+ such that 1I1'2 (z)llop :::; 1.10 Moreover 
1'2 (t) is easily defined on [0, <Xl 1 and is a strongly 
continuous self-adjoint semigroup there. For the 
reasons mentioned above (or by direct proof) 

l.i.m.1'2(ut)1/I, 

l.i.m. 1'2(ut)1/I 
Q'-+-i 

exist for t > 0, u E R+ and 1/1 E L 2(E
m

) and de­
fines a strongly continuous unitary group 1'2 (it) , 
-oo<t<oo. 

With these definitions of 1'I(z) and 1'2(z), we 
see that 

and the fact that multiplication is continuous in 
the strong operator topology providing the multi­
plicands are uniformly bounded. 

To complete the proof we will need the following 
two lemmas. 

Lemma I. If t > 0, 1/I(x) E L 2 (E m
) and Vex) as 

in Theorem I, thenll 

:~ Lm ... L .. 1/I(xo) g {P(Xi - Xi-I)t 

X exp [-(t/n)V(Xi_I)]} dxo ... dXn_1 

= E{ exp [ - { V(X(T) + x) dT ] 1/1 (x(t) + X)}. (5) 

The proof for the above hypotheses is as follows: 

exp [(~t) ~ v(x(~t) + x) ] 1/1 (x(t) + x) 

is a measureable functional on G t with respect to 
Wiener measure. Moreover, for X(T) E G

" 

lim exp [_1 t V(x(kt) + x)]1/I(x(t) + x) 
ft_OO n k-l n 

= exp [ - { V(X(T) + x) dT ] 1/1 (x(t) + x). 

Thus, since 

!exp [ -~ ~ V(x(~t) + x) ] 1/1 (x(t) + X)\ 

:::; 11/I(x(t) + x) I 
and 1/I(x(t) + x) is integrable with respect to Wiener 

for z E R+, 1/1 E L2(Em). Since 1'I(z) and 1'~(z) measure on Gt , we can apply the abstract dominated 
are bounded operators on L 2 (E

m
) , it is clear that convergence theorem and conclude that 

Tn(z)if; is in L2(Em); in fact, 

Tn(z)1/I has two other properties which will be of 
use to us later. The first is that Tn(z)1/I is holo­
morphic in R+. This follows from the holomorphy 
of 1'I(z) and 1'2(z) and the fact that products of 
holomorphic operator-valued functions are holo­
morphic. The second property is that 

l.!:~. Tn(ut)1/I = [1'I(~)1'2(~) J 1/1, 

IL~· Tn(ut)1/I = [1\( -~)T2( -*) J1/I 
for u E R+, t > ° and 1/I(x) E L2(Em). This follows 
directly from the properties of T;(z), j = 1, 2, 

9 Reference 5, Theorem 17.9.1-2. 
10 Here is an example of where, in the general case, we 

would replace 1 in the above equality by exp [- I MIRe (z)]. 

But, 

E{ exp [ -~. ~ V(x(~t) + x) ]1/I(x(t) + X)} 

= r ... r IT {p(x; - Xi-I) lEnt JEm 1 

X exp [-(tjn)V(x; + x)]} 

X 1/I(xn + x) dxo ... dxn - I , (6) 

where Xo = 0, and when we make the change of 
variables Xj = Yn-;, j = 1, 2, ... n, in Eq. (6) we 
see that Eq. (5) follows: 

11 lim here means the pointwise limit. 
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Lemma II. Let us assume the same hypotheses 
hold as in Lemma 1. Then 

(7) 

where T(l) is defined in Theorem I. 
The proof for Lemma II is as follows: Since 

II T .. (t) I I ~ 1, it will be sufficient to show that 
Eq. (7) is true for functions it E C",(Em)/2 by the 
uniform boundedness theorem. We can reduce 
the problem further by noting I IT,,(t)it\ \ ~ Ilit\\, 
it E C",(E"'), and thus, by applying standard Hilbert 
space theory and the uniform boundedness theorem 
again, we have 

l.i.m. T,,(t)it = T(t)it, it E C",(Ern
) 

if, and only if, 

(8) 

(b) lim (T .. (t) 1/1, 1/» = (T(t) it, 1/», it, I/> E C",(E"'). 

Since 

\(T .. (t)1/I)(x)! ~ IEm p(x - y) !1/I(y)\ = A(x) E L2(E
m

) 

for 1/1 E C",(Em
), and, therefore/3 

and using Lemma I, we can apply the abstract 
dominated convergence theorem and conclude 

ln~ IIT .. (t)itW = ln~ Lm !(Tn(t)1/I)(x)1
2 

dx 

= Lm ln~ I(T..(t)it)(xW dx 

= Lm I (T(t) 1/1) (x) 12 dx = IIT(t)itW· 

Thus condition (a) is proved. 
To prove condition (b), note: 

I (Tn(t) it) (x)l/>(x) I 

~ K L .. p(x - y, t) 11/I(y)! dy == Hx) 

where K = maX%EEm II/> (x) I. Hx) is in LICE"') since 
lit(y) I E LI(E"') and p(x, t) defines a map of LI 
into Ll by convolution. Thus, applying Lemma I 
and the dominated convergence theorem, we 
conclude 

12 C m(Em) = space of (complex) continuous functions on 
Em with compact support. 

13 Where L ,(Em) = {'" I f Em I '" I dx < <Xl I. 

~~ (T .. (t)1/I, 1/» = lim Lm (Tn(t)1/I)(x)l/>(x) dx 

= L .. lim (T,,(t)if;)(x)l/>(x) dx = Lm (T(t)1/I)(x)l/>(x) 

= (T(t),p, 1/». 

Thus, in lieu of the equivalence of Eqs. (7) and (8), 
the lemma is proved. 

Completing the proof of Theorem I, we know14 

that T(t) is a strongly-continuous, self-adjoint semi­
group of operators on [0, (0). We shall denote its 
self-adjoint infinitesimal generator by A. Moreover, 
by the above remarks, we have, for each 1/1 E L 2 (Em

), 

a sequence of vector-valued functions T .. (z)it such 
that 

(i) T .. (z)1/I is holomorphic in R+ for n = 1, 2 ... 
(ii) !IT .. (z)itll ~ 111/111 

(iii) for t > 0, l.i.m. T .. (t)1/I = T(t)1/I. 

Thus we can apply Vitali's theorem15 and conclude 

l.i.m. T .. (z)1/I = T(z)it 

for z E R+ and T(z)it is a holomorphic vector­
valued function in W such that \\T(z)1/I\\ ~ \11/1\\. 
Since this is true for each it E L~(Em), T(z) is a 
holomorphic operator-valued function which is an 
extension of T(t) to R+. In fact T(z) is a holomorphic 
semigroup. This follows from the general theoryl$ 
or by direct verification. 

In new notation, Eq. (9) says 

(ga) 

for rJ E R+, t > O. From the general theory17 we 
can thus conclude 

l.i.m. T .. (rJt)1/I = T(it)1/I 
(10) 

l.i.m. T .. (rJt)1/I = T( -it) 1/1, 
rt--i 

where T(it), - co < t < 00, is a strongly continuous 
group of operators with infinitesimal generator iA. 
Since A is self-adjoint, T(it) == U I is a unitary group 
by Stone's theorem. Since Eq. (10), in lieu of (9a) , 
is exactly Eqs. (2) and (3), Theorem I is proved. 

PROOF OF THEOREM II 

For an arbitrary pair it and x in L 2(E m
) , let 

k = 1,2··· 
14 Reference 6. 
IS Reference 5, Theorem 3.14.1. 
16 Reference 5, Theorem 17.2.1. 
17 Reference 5, Theorem 17.9.1-2. 
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The terms <PkCZ) are analytic functions in R+, 
bounded by 1Iif;[j !lxl/. These properties follow from 
the discussion of the Tk(z) given in the proof of 
Theorem 1. Moreover, by the hypothesis of the 
theorem, 

lim [lim <Pk(Z)] == lim [<Mit)] == (W(t)tf;, x) 
k-+ro z_ i l k_O) 

exists and is continuous for - co < t < co. With 
conformal mapping we can apply the theorem of 
Ostrowski and Khinchin18 and conclude 

lim <Pk(Z) = (T(Z)tf;, x) 
k~'" 

for Z E R+, and, thus, for t > 0, 

lim (T(z) if; , x) == (Utif;, x) = (W(t)tf;, x) 
..... il (11) 

lim (T(z) if; , x) == (U-tif;, x) = (W( -t)if;, x) 
._-it 

almost everywhere. But since the last two terms 
in each expression of Eq. (11) are continuous, they 
must be equal everywhere. Since X was arbitrary, 
U,tf; = W(t)if;, which proves Theorem II. 

PROOF OF THE COROLLARY 

J 

L: IbkiIIlT;(z)if; - T;(it)if;/1 + 2e IItf;II, 
i-I 

and for z sufficiently close to it, 

IIT;(z)tf; - T;(it)tf;1I S e/J, 

and hence 

j = 1,2 ... J, 

The same reasoning applies when z is sufficiently 
close to the term -it, and, thus, Eq. (13) is proved 
and the corollary is proved. 

CONCLUDING REMARKS 

Remark 3. In lieu of the preceding theorems, we 
make the following definition: Let Vex) and if;(x) 
be as in Theorem I, then the "sequential" Feynman 
integral19 of the functional 

is defined by Eq. (2) if tf = t > 0 or by Eq. (3) 
if t' = - t, t > O. It is often denoted by 

The corollary will be proved by the same reasoning 
as Theorem II if we",can show: N-1 J ... J if; (x (0» exp [i [' {(~r 

l.i.m. L bk;Ti(Z)tf; = T(z)if; (12) 
J:-H:O i-=I 

for z 

'" '" 
l.i.m. L bk;T;(z)tf; = L bkiT;(it)tf;, (13) 

z-.it 1;01 i"",1 

and similarly for z ~ -it. 
Since l.i.m.~., T.(z)tf; = T(z)tf;, z E R+, the 

Silverman-Toeplitz theorem7 applies and Eq. (12) 
is proved. 

To prove Eq. (13), note that 

/I ~ bk;[T;(z) - T; (it)N I I 

'" 
S L /bkt/ IIT;(z)tf; - Tj(it)tf;I/ 

i"'l 

J 

S L /bk;II/T;(z)if; - T;(it)if;1I 
i-I 

+ 2 L /bkd "if;I!. 
i-J+l 

For E > 0 and J(e) = J sufficiently large, the above 
is less than or equal to 

18 L. P. Priwalow, Randeigenscha/ten Analytischer Func­
tionen (Deutscher Verlag der Wissenschaften, 1958), Theorem 
7.1. 

where N is a singular normalizing constant. 
We might also have defined the integral as the 

boundary value of the analytic extension to R+ of 
the Wiener integral, Eq. (9), at (it). 

Remark 4. It was merely a matter of convenience 
that we partitioned the interval [0, t] into n equal 
parts. We might just as well have used a sequence 
A" of partitions of [0, tJ where the mesh of An goes 
to 0 as n goes to co. 

Remark 5. The techniques used in the proofs of 
Theorems I and II generalize directly to cover (a) 
the case where Vex) = + co outside a reasonably 
smooth region n in Em, and (b) the case where V 
depends explicitly on t, providing certain properties 
hold for Vex, t), uniformly for bounded intervals of t. 

Most of the essential new results needed to prove 
Theorems I and II for case (a) are already included 
in Ray's paper.7 For (b) one only needs an ele­
mentary theory of generalized semigroups similar 
to the theory we used from semigroups. Details of 
these generalizations will be given in a later paper. 

19 This terminology was introduced by R. H. Cameron. 
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ADDENDUM 

Since the completion of this paper, Professor 
Edward Nelson has brought to the attention of the 
author the fact that one can combine some results 
of Trotter20 and Kato21 and prove the limit Eq. (4) 
exists, and is weakly continuous, for a large class of 
interesting V(x), x E Em. Our answer agrees by 

20 H. F. Trotter, Proc. Am. Math. Soc. 10,545 (1959). 
21 T. Kato, Trans. Am. Math. Soc. 70, 196 (1951). 

Theorem II; however the combined Trotter-Kato 
results do not seem to apply to the cases mentioned 
in remark 5. 
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We have critically re-examined the role and status of Lagrangian concepts in both classical and 
quantal contexts. w,e. find a .new, u~i~ed variatio~al principle which, subject to the superadded 
postulates of determ~m8m. or mdeter~m~sm, respectlVely, leads uniquely to the classical concept of 
state a~d Lagrange equatlOns of motlOn or to the quantal concept of state and Schr6dinger equations 
of motlOn. 

INTRODUCTION 

IN the classical context, we critically re-examine 
the basic approach to physical theory and, in 

particular, the role and status of the Hamiltonian 
principle of stationary action. It is well known that, 
via Newton's equations, generalized coordinates, and 
virtual displacements, the Lagrange equations are, 
indeed, conceptually primary. Subject to the obvious 
condition that essential classical relations are not 
violated, we remark that the usual action is not 
at all unique as the variation functional chosen as 
dynamical characteristic of the evolution of physical 
processes (determination of the concept of state 
and equations of motion-in the widest sense). 
Indeed, for the condition of stationarity which is 
all that is dynamically required, one has unlimited 
choice of possible functionals F(S), from which the 
usual stationarity condition, oS = 0, follows. In 
particular, considering the evolution of a classical 
path from a somewhat unusual probabilistic point 
of view, we introduce as dynamical characteristic, 
the action phase functional exp (is/h). This may 
be interpreted as probability amplitude, transition 
amplitude, or amplitude for arrival, between any 
two points of the classical pathl and in either of 
two ways such that the usual action principle is 
either uniquely implied or tautologous [cf. Eqs. 
(1) and (1') below]. 

In the quantal context, too, we cannot, and need 
not, avoid all the physical and mathematical de­
velopments of previous theory, in particular, the 
considerations of Dirac2 pointing out an essential 

1 L. Motz [phys. Rev. 126, 378 (1962)], starting from 
entirely different and independent considerations of the 
Hamilton-Jacobi formalism, also finds this action phase 
functional appearing in an unique role in that it permits 
him to obtain the Hamiltonian operator corresponding to a 
given Hamilton-Jacobi equation by essentially algebraic 
manipulations. His procedure also leads to the path-integral 
formalism and affords one of the more direct of several 
alternative ways of going over from Lagrangian to Hamil­
tonian quantum formalism. 

2 P. A. M. Dirac, Quantum Mechanics (Oxford University 
Press, New York, 1957), 4th Ed., p. 125. 

connection between coordinate-representation trans­
formation amplitudes and Lagrangian concepts, and 
Feynman's3 further extension of these basic ideas 
in the path-integral space-time approach. However, 
Dirac's basic considerations did not provide any 
well-defined, conclusive transition from quantal to 
classical formulations of the concept of state and 
corresponding equations of motion, or really explain 
the radically different roles and functional forms 
of the action in the two theories. Similarly, Feyn­
man's considerations depend critically on starting 
from explicit prior knowledge of the Schrodinger 
equations, as well as quantal probabilistic concepts, 
and again do not explain the seemingly strange 
occurrence and form of the classical action in an 
essentially quantal context. Thus, despite their 
elegance and importance, these prior and basic 
investigations remain a somewhat unresolved com­
bination of quantal and classical concepts and 
methods. Furthermore, contrary to the implications 
of most of the literature since Feynman's first article , 
they do not constitute an independent Lagrangian 
formulation of quantum dynamics as distinguished 
from the familiar Hamiltonian formulation. More­
over, there are many reasons that lead us to expect 
that a true Lagrangian formulation, in both con­
texts, should result from some simple variation 
principle. 

As anticipated implicitly in the two preceding 
paragraphs, we synthesize these previous analyses 
as well as recast classical theory to formulate a 
single variation principle on a single characteristic 
functional such that: 

(a) Subject to the added postulate of determinism 
(determinate path or history) we obtain the classical 
state and Lagrange equations of motion, and 

(b) Subject to the alternate extreme postulate 
of indeterminism (indeterminate path or history) 
we obtain the corresponding quantal state and 

3 R. P. Feynman, Revs. Modern Phys. 20, 367 (1948); 
Phys. Rev. 80, 440 (1950). 

42 
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Schrodinger equations of motion. Thus, we show 
that there exists a single unifying dynamical prin­
ciple from which both the classical and quantum 
theories emerge in Lagrangian form, diverging 80lely 
because of the superadded, respective postulates 
of determinism vs indeterminism. This seems to 
us to afford a significant insight into the space-time 
implications of determinism vs indeterminism as 
well as implying (one might even say proving) the 
necessity of the basic commutators, transformation 
theory, and all the familiar consequences in the 
alternate Hamiltonian formulation. 4 

BASIC POSTULATES AND EQUATIONS 

Let us now express in condensed mathematical 
form, the essential steps corresponding to the 
preceding discussion, in the nonrelativistic domain. 
We consider the evolution of some physical system 
(the number of configuration space dimensions is 
irrelevant) from a given point in configuration 
space Po, to a definite, but arbitrary, point P, and 
consider all possible continuous paths from Po to P. 
It does not matter, here, whether we follow the 
evolution of the system into past or future. We 
recognize that Hamilton's principle, oS = 0, 
S = no L dT, i8 entirely arbitrary, since there are 
an infinite number of functions of S whose first 
variation implies oS = 0 (necessary and sufficient but 
not unique). In other words, the Hamiltonian prin­
ciple is simply and ex P08t facto the most obvious form 
involving the invariant S that leads to Euler equa­
tions identical with the Lagrange equations, but 
the dynamical processes and equations are indifferent 
to the character of the extremum; only stationarity 
is required. 

Now, to any path, geometrically considered, be­
tween Po and P, we assign the phase characteristic 
exp (is/h). 

We take as our sole variational postulate I: 

o L exp (iSp/h) = 0 (1) 
vEe 

where p E C denotes the set of paths contained 
in the class of paths considered. There are, then, 
two obvious extreme cases: 

(a) Cla88ical (deterministic or definite path case) 

o exp (is/h) = O. (2a) 

4 To the writer, the Lagrangian formulation, however 
historically secondary, appears conceptually primary as 
regards clarity and directness of exposition of the basic 
physical origins of quantum dynamics and derivation of the 
Schrodinger equations and their interpretation. Insofar as 
the basic commutators of the Hamiltonian operator formalism 
appear to be also implied uniquely, it may also be said to be 
nearest to a theoretIcal derivation of these since their usual 
introduction still contains an uncomfortable element of fiat. 

Here, oS = 0 is implied; the usual basic classical 
concept of state and equations of motion are an 
automatic consequence. 

(b) Quantal (indeterministic or indefinite path 
case) 

o L exp (iSp/h) 
p 

= 0 L: ... f exp (~t L[X(T)] dT) 

t 

X II dX(T) = o. (2b) 
t. 

Here, since all paths, including all possible varia­
tions, are already included in Lv exp (iSv/ h), it 
follows that the latter is not a functional of path 
but merely a function of the fixed endpoints x, t; 
Xo, to, so that the variation is necessarily identically 
zero. Thus we find 

f ... f exp (is[x]/h) ir dX(T) 
t. 

== NK(x, t; Xo, to) == N(x, t I Xo, to) (3) 

where N is a constant. Here, we know that the 
left-hand side of Eq. (3) satisfies the Schrodinger 
equation for the transition amplitude (or Green's 
function) 5; the usual basic quantal concept of state 
and equations of motion are also an automatic 
consequence. 

We note that we might also take as basic varia­
tional postulate II: 

(1') 

which, as a literal tautology, though physically more 
suggestive and leading to the same results, appears 
rather a weaker condition. 

It appears that the above arguments and paral­
lelism can be extended to the case of fields and, under 
suitably generalized variation processes, yield the 
Feynman-Schwinger6 action principle. However, 
there are still unsettled mathematical problems in 
this domain, particularly with regard to permissible 
classes of field functionals, and our investigations 
are not yet completed. However, whether in the 
nonrelativistic or relativistic domain, conventional 

51. M. Gel'fand and A. M. Yaglom, J. Math. Phys. I, 
48 (1960); S. G. Brush, Revs. Modern Phys. 33, 79 (1961). 
The first article contains one of the better accessible dis­
cussions of problems of strong proofs, rigorous evaluation, 
and general properties of relevant function space integrals· 
the second gives a more general view of various uses and 
approximation techniques, and probably the most extensive 
coll~cted bibliography now available on related papers and 
tOPICS. 

6 F. J. Dyson, Advanced Quantum Mechanics, Cornell 
Lectures, 1953. 
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correspondence principle arguments hinge on con­
sidering h ~ 0 and arguing, heuristically, that only 
those paths or field histories (the conceptual rela­
tivistic analog of paths in field theory) for which 
8S = 0 survive destructive interference. Such 
arguments, again, can neither make explicit the 
different definitions of states in classical vs quantal 
theories, nor provide a rigorous and unambiguous 
transition from one to the other. In point of fact h, 
though it is effectively negligible in various cir­
cumstances and of course disappears from classical 
equations, is never zero in our world; the deciding 
point appears, rather, to be the issue of whether we 
assume determinate vs indeterminate paths or 
histories. Finally, we remark that in the simplest 

conservative physical system, exp (is/h) reduces 
to a primitive de Broglie phase wave so that, in 
terms of the present synthesis, the developmental 
history of the principles of quantum theory appears 
to turn full circle back to its earliest origins. 
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This paper introduces complex scalar fields in general relativity to describe charged. gravitating 
particles with zero spin. A class of exact solutions of the combined Maxwell-Einstein-Klein-Gordon 
field equations is found that may represent complete models of matter. One of the models dis­
cussed is spherically symmetric and the remaining class does not assume any specific symmetry. 
Such exact solutions are possible only if the mass parameter equals the charge parameter in magni­
tude, 80 that physically speaking, matter is in equilibrium under the mutual action of electromagnetic 
and gravitational forces. 

I. INTRODUCTION 

I N recent years interest has been focussed on a 
real scalar field without a mass parameter in 

general relativity.l But the scalar (or pseudoscalar) 
fields that find application in physics are usually 
complex and always with a mass parameter. In the 
present paper we shall introduce the complex scalar 
field satisfying Klein-Gordon equations to replace 
the phenomenological description of matter in the 
right-hand sides of electromagnetic and gravita­
tional equations. We have formulated the Cauchy 
problem of the partial differential equations con­
cerned, and proved the differential conservations of 
energy-momentum and charge-current in the curved 
space-time. Description of matter in general rela­
tivity by the Dirac field has already been discussed 
in a less comprehensive way.2 

In Sec. III we investigate the stationary s-state 
model of the charged scalar particle which generates 
electric and metric fields with spherical symmetry. 
It is shown that under suitable conditions for 
material equilibrium, the whole set of 16 Maxwell­
Einstein-Klein-Gordon equations can be reduced to 
one Emden type of nonlinear equation. In the 
non static case it is found that Birkhoff's theorem 
exists. 

In the last section we discuss the models of matter 
in stationary state with uniform distribution, 
generating statical electric and metric fields without 
any particular spatial symmetry. It is shown that 
under suitable conditions of balance, the Weyl­
Majumdar condition3 U44 = [a ± (41r)1/2A,]2 be­
tween the electrostatic potential A, and the com­
ponent of metric tensor U44' follows from the Klein-

1 G. Szekeres, Phys. Rev. 97, 212 (1955); O. Bergmann 
and R. Leipnik, ibid. 107, 1157 (1957); H. Yilmaz, ibid. 111, 
1417 (1958). 

2 A. Das, Proc. Roy. Soc. (London) A267, 1 (1962). 
8 H. Weyl, Ann. Phys. (Paris) 54, 117 (1917); S. D. 

Majumdar, Phys. Rev. 72, 390 (1947); H. E. J. Curzon, 
Proc. London Math. Soc. 23, 477 (1925); A. Papapetrou, 
Proc. Roy. Irish Acad. A51, 191 (1947). 
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Gordon equations alone. Also, the whole set of 
16 field equations is reduced to one of the form 
'Il2cp = _Acp3. 

Such drastic reduction of number of equations 
in all cases discussed is only possible if the mass 
parameter m equals the magnitude of charge param­
eter E, so that electromagnetic and gravitational 
forces on matter balance each other. However, the 
relation is not realized in any known elementary 
particles and the models presented here are not 
immediately applicable to physics. Nevertheless the 
main object, that is to replace the phenomenological 
description of matter and to construct completely 
field theoretic singularity-free models, should not be 
less interesting. 

II. THE COMBINED MAXWELL-EINSTEIN-KLEIN­
GORDON FIELD EQUATIONS 

As for notation, Latin indices stand for space­
time components, Greek indices for space only. The 
summation convention is followed. The signature 
of the metric form is - 2. The covariant and partial 
differentiations of a tensor component T:: are 
denoted by 'IlkT:: and ilkT::, respectively. An 
event and a space point will be denoted by x and x, 
respectively, and time by t == x\ Units are so chosen 
that Ii = c = G = 1 and all physical quantities 
are expressed as pure numbers. 

The combined Maxwell-Einstein-Klein-Gordon 
equations are taken to be' 

B == (D' D, + m2)1/; = 0, 

B* == (D*' Df + m2)1/;* = 0, 

E' == 'Il;Fii + (41r)1/2iE(D*it/;*.t/; - t/;* Dit/;) = 0, 

Q,; == R,; - !g,;R + 81r[Dr,t/;*·Dn t/; 

- g;;(D*a1/;*·Dat/; - m2 t/;*t/;) + E'i] = 0, (2.1) 

'Cf. R. Utiyama, Progr. Theoret. Phys. (Kyoto) 2, 38 
(1947); E. M. Corson, Introduction to Tensors, Spinors and 
Relativistic Wave-EquaUons (Blackie and Son Limited 
London, 1958), pp. 75-110. ' 
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where, 

Di == \li + (4'ny/2iEA;, Dr == \l; - (4'nY/2iEA;, 

( 
1 )1/2 

E = 137 ' 

In (2.1), Vt is the complex scalar field which repre­
sents matter; Ai is the electromagnetic 4-potential, 
and R i ; is the Ricci tensor. The set of equations 
(2.1), besides possessing general covariance, is in­
variant under the gauge transformation 

Vt' = Vt exp [i(4'lT//ZEA(x)], 

Vt*' = Vt* exp [-i(4'lT)1I2EA], 

A~ = A" - \loA. 

The field equations (2.1) are the Euler-Lagrange 
equations which are obtainable when the action 
integral 

A = J [R + 16'lT(D*'Vt*· DoVt - m2Vt*Vt) 

_ 4'lTFabF'b] ( - g) 112 d4x 

is varied with respect to the 16 variables Vt, Vt*, 
Ai, gO. 

The set of equations (2.1) is a determinate 
system of partial differential equations containing 
the same number of independent equations as un­
knowns. In Appendix I we discuss the Cauchy 
problem for the set of equations (2.1). 

In Appendix II we show the differential con­
servations of symmetrized energy-momentum tensor 
and charge-current vector of the complex scalar field 
in the curved space-time. 

We shall now rewrite (2.1) in a more suitable 
form for subsequent use: 

B == (_g)-112 ai[(-g)1/2li a,Vt] 

+ 2(4'lT)!l2iEgii Ai aiVt 

+ (4'lT)1/2ie( - g)-In a j [( - g)1I2li Ai]Vt 

- 4'lTE2li AiAiVt + m2 Vt = 0, 

B* = 0, 

E i == (_g)-'/2 ai[c - g)1/2g'kgil(a lAk - akA l») 

+ C4'lT)1I2iEgii [a;Vt*· Vt - Vt* a;Vt 

- 2(4'lT)'/2iEAiVt*Vt) = 0, (2.1') 

Q;; == Q;i - !giiQ\ 

== R; + 87r{[a i Vt* - (4'lT)1/2iEAiVt*J 

X [a;Vt + C4'lT)1/2ieA;Vt) 

+ [a;Vt* - C4'lT)1I2iEAiVt*] 

X [a,Vt + (4'lT)1/2iEA,Vt] - m2giiVt*Vt 

- gkl(alA; - aiA/)(akAi - ajA k ) 

+ tgiig"CgM(adAc - acAd)(abAa - aaAb) I = 0. 

III. A CLASS OF SPHERICALLY SYMMETRIC 
SOLUTIONS 

For the stationary 8 state of the matter field and 
statical electric and metric fields with spherical 
symmetry, we take 

Vt = R(r)e- iE
', Vt* = RCr)eiEt

, A" = 0, 

o 
(3.1) 

o 

Substituting C3.1) into (2.1'), we obtain after 
straightforward calculation, 

B == -e-'{R" + (2Ir)R' + !(A' + p')R' 

+ i-pre - (4'lT)1I2Erp]2R - m2e}.RJe- iE
! = 0, 

E" == 0, 

E4 == _e-r}.H) {rp" + (2/r)rp' + HA' - "')rp' 

+ 2(4'lT)1/2E e}.[E - (4'lT)1I2E rp]R2} = 0, 

Qll == A" + At Ir + !plf + tp,2 - tA'p' 

+ (2R,2 + mVR2 - !C'rp,2) = 0, 

Q22 == r2[!A" + tA,2 + !A'ir + !p'lr 

+ tA'p' + 8'lT(m2e'R2 + !trp,2)] = 0, 

Q33 ",; Q22 sin2 0, 

Q44 - _e'-x(!p" + tp,2 + ,,'Ir + tA'p') 

Q"4 == 0, 

+ 8'lT{2[E - (4'lT)1I2E rp]2R2 

- mVR2 + !eXrp'2j = 0, 

C3.2) 

where the prime denotes differentiation with respect 
to r. 

If we write 
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then Q44 = 0 becomes _eA+iE'B == R" + (2/r)R' + !(X' + ,,')R' = 0, 

v" + (2/r)v' + !X'v' = 87r/2v-I[E - (47r)1/2€ ",)2e'R2 Qll == X" + X' /r + !,," - iX',,' 
2V 'R2) + 4 -I ,2 -me 1r"V",. 

Without loss of generality we can put 

(3.3) + 87r(2R,2 + m2e'R2) = 0, 

r-2Q22 == !X" + iX,2 + iX' /r + V /r 
(3.11) 

vCr) = V[",(r)] , v' = V"",', v" = V""," + V""",'\ + iX',,' + i",2 + 87rm
2
e'R2 = 0, 

v" = dV(",)/d"" V"" - d2V/d",2, -i-'Q44 == !,," + "'/r + ix',,' 
and (3.3) becomes - 87rmVR

2 
= O. 

"," + (2/r)",' + !X'",' = V;I(47rV-I - V""),,,,2 Rearranging the equations slightly, we get 

+ 87rV;le'R2/2V-I[E - (47r)1I2€ ",Y - m2V). (3.4) Qll - e'-'Q44 == (X" + "") 
Similarly E4 = 0 becomes 

"," + (2/r)",' + !X'",' 
= V-I V "",,2 _ 2(47r)112€ e'R2[E - (47r)1/2€ ",]. (3.5) 

Subtracting (3.4) from (3.5), we obtain 

[47r(VV,,)-1 - V"", V;l - V- IV",]",,2 

+ [87rV;I/2[E - (47r)1/2€ ",)2 V-I - m2 V} 

+ 2(47r)1/2e1E - (47r)1I2€ ",}]e'R2 = O. (3.6) 

We shall now specify a class of solutions which 
satisfy (3.6) by virtue of 

47r(VV,,)-1 - V",,,V;l - V-IF" = 0, (3.7a) 

87rV;I/2V-1[E - (47r)1I2€ ",]2 _ m2F) 

+ 2(47r)1/2€[E - (47r)112€ "'] = O. (3.7b) 

Integration of (3.7a) yields Weyl's condition5 

(3.8) 

+ O/r)(X' + II') + 167rR,2 = 0, 

2r-2Q22 - 2e'-'Q44 == (X" + "") 
+ (3/r)(X' + II') + !CX' + ",)2 = O. 

The solution of (3.12b) is 

(3.12a) 

(3. 12b) 

X + " = 2 In (1 - r~N), (3.13) 

where we have demanded X + " ~ 0 as r ~ OJ 

and To is the constant of integration. 
With (3.13), integration of (3.12a) yields 

R = (~)112 In (r - ro) (3.14) 
87r r + ro ' 

where we have demanded R ~ 0 as r ~ OJ. 

The solution (3.14) satisfies B = 0 automatically 
and Q44 = 0 goes over into 

2 2 2 , " + _ , _ 1 ,2 + ro" " ""2" ( 2 2) r r r - ro 

(3.15) 
a, b being constants of integration. 

Substituting (3.8) into (3.7b) and equating the Substituting p = In [(r - ro)/(r + ro)] and ,,(r) = 
coefficients of [",(r)r, (n = 2, 1, 0) to zero we get -21n x(p), we obtain from (3.15) 

b = _(47r)1I2E/€, 

a = (E/m)2. 

(3.9) 

Thus we get from (3.8) and (3.9) the Weyl­
Majumdar condition 

mV = [E - (47r)1/2€ ",]2. (3.10) 

Substituting (3.10) into (3.2) and remembering 

ie -v ",,2 = (1/327r)",2, 

we obtain 

6 See reference 3. 

d\/d/ = -4m2r~(p csch2 p)2l. (3.16) 

If we take ro in (3.13) to be zero, from B = 0, R 
becomes a constant which can be normalized to 
unity. Finally, with R = 1, Q44 = 0 becomes 

11" + (2/r),,' - !1I,2 = 167rm2e-'. (3.17) 

Substituting" = -2 In ~, we obtain an Emden 
equation 

(3.18) 

This is a special case of the class of solutions to 
be discussed in the following section. It may be 
mentioned that the metrical universe implied by 
the Emden equation (3.18) is finite and closed. 6 

• See reference 2. 
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For the case of non static spherical symmetry, 
we take 

1/; = 1/;(r, t), F2• = Fa4 = Fa{J = 0, Fa ¢ 0, 

di = _cX(r.t) dr2 - r2 d(l 

IV. A CLASS OF EXACT SOLUTIONS WITHOUT ANY 
SPECIFIC SYMMETRY 

For matter at rest generating the most general 
type of statical metric and electrostatic fields, we 
can take 

(3.19) 1/1 = e- imt
, 1/1* = eimt

, A" = 0, 

We have excluded the unphysical radial magnetic 
field so that 

rp == A.(x) ¢ 0, F4 " = a "lP , 

di = ga{J(x) dx" dx{J + I(x) dt2
• 

(4.1) 

Fa{J == a{JA" - a"A{J = 0, 

A" = a"A. 

(3.20) From (2.1') and (4.1), remembering g44 

r!{J = r.~ = r!4 = 0, B = ° leads to 

Now making a gauge transformation 

1/1' = 1/; exp [i(41r)1/2eA], 

1/;*' = 1/;* exp [-i(41r/ 12eA], 

and dropping the prime, subsequently we have 
from (3.19) and (3.20) 

1/; = 1/;(r, t), A" = 0, rp == A 4(r, t) ¢ 0, 

ds2 = _l(r.t) dr2 - r2 d(l 
(3.21) 

_ r2 sin2 () d.p2 + c·(r.,) dt2• (2.1) 

If we restrict the matter field to the stationary 8 

state, then 

B == -m2fl + 2(41r)1I2e mflrp 

- 41re2flrp + m2 
= 0, 

I = [1 - (41r)1/2(e/m)rp]2, 

I'P == dl/dlP = -2(41rF2(e/m)f/2, 

I",,,, = 81re2/m2. 

(4.2) 

Thus, we have obtained Weyl-Majumdar type of 
condition7 from the Klein-Gordon equation alone 
without having recourse to the electro-gravitational 
equations. 

Now, from (2.1') and (4.1) E" = ° identically 
and E4 = 0 gives 

1/1 = R(r)e- iE" 1/;* = R(r)ciEt • (3.22) E4 == (_g)-1/2 a,,[fl(_g)1/2g,,{J O{Jf{J] 

With (3.21) and (3.22), E2 = E3 = Q24 = Q34 = 0 - 2(41r)1/2emr[1 - (41r)1I2(e/m)rp] = 0. (4.3) 

are identically satisfied and Q14 = ° gives Remembering (4.2) the last equation goes over into 

04A = 0. (3.23) (_g)-1/2 o,,[(_g/12g"{J a{Jrp] 

To satisfy El = 0 identically, we assume the 
Lorentz gauge condition 

(3.24) 

so that 

Ei == V'iV' i A i - R ij Aj 

+ (41r)1/2ie(D*i1/;*'1/; - 1/;* Di1/;) = O. (3.25) 

From (3.21), (3.22), (3.23), and (3.25) it is easy 
to see that El = 0 is automatically satisfied. 

Now there will remain five equations B = E4 = 

Q11 = Q22 = Q44 = 0 for four unknowns R, rp, A, P. 

We note that B = ° is a consequence of the other 
four field equations E4 = Q11 = Q22 = Q44 = 0, 
and these, by virtue of (3.21), (3.22), and (3.23), 
contain no explicit time derivative at all. Thus we 
conclude that in the present case, Birkhoff's theorem 
exists, that is, spherically symmetric metric and 
electromagnetic fields generated by the stationary 
matter field in the 8 state are essentially static. 

(4.4) 

With (4.1), (4.2) we have for the Christoffel 
symbols 

r:4 := tg"{JI,,, a{Jf{J, 

r~4 = !rl", a"rp, 
so that 

R" = -r:4 a" In (_g)1/2 - a"r:4 + 2r:4r~4 
= t/",( _g)-!l2 a,,[( _g)1I2g"/i a{Jrp] 

+ !(f",,,, - r/!)g,,{J o"rp·a{Jf{J. (4.5) 

From (2.1'), (4.1), (4.2), and (4.5), we have Q"4 = 0 
identically, and Q44 = 0 yields 

(_g)-1I2 o,,[(_g)1I2g,,{J a{Jf{J] 

= (f",)-1(81r + rl; - 1",,,,)g,,{J aarp·a(JlfJ 

- 161rm2/(/",)-1. (4.6) 
----

7 See reference 3. 
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In view of (4.2), subtraction of (4.4) from (4.6) system, the matter field can be brought into the 
leads to plane wave form and the metric and electromagnetic 
(llm2 - I){2m2(1 - (411-)1/2(E!m)9'] fields into nonstatic forms. 

(4.7) 

In general, the last factor in (4.7) would not vanish 
everywhere, so that we have 

l = m2
, f = [1 =F (41/"y/29'] 2 

• (4.8) 

Now, we shall write without loss of generality 

dl = -e"'(ii"ll da;" d:J!) + e'" dt2
• (4.9) 

From (2.1'), (4.1), (4.8), and (4.9), equations 
Qall = 0, (j" = ° yield, respectively (see Ap­
pendix III), 

Qa~ =: Rail - !g"Il(V"V,,,, 
- !V'Y",·V1'''' - 161/"m2e"') = 0, (4. lOa) 

Q- _ 1 2"'(;;'1';;' 
44 = -lie v v,'" 

- !V'Y",· V"", - 1611"m2e"') = 0, (4. lOb) 

where the bar refers to the 3-space Va with metric Ii "p. 

Comparing (4.10a) and (4.10b) we have 

Rail = 0 (4.11) 

or, in other words the Vs is fiat, because in a 3-
space the curvature tensor can be expressed alge­
braically in terms of a Ricci tensor each having 
six components. So we can choose gat; = oall and 
(4.l0b) reduces to 

(4.12) 

Substituting", = -21n (1 + n), we get from (4.12) 

'V2n =: a, a,n = -81/"m2(1 + n)3. (4.13) 

In the one-dimensional problem the solution of 
(4.13) in terms of elliptic functions is 

1 + next) 
= -A dn {2A[(21/") I12mx1 + B], l} (4.14) 

A, B being constants of integration. In the case 
of spherical symmetry, the solution of (4.13) is an 
Emden function as mentioned in the previous section. 

Finally, we summarize this class of exact solutions 
of (2.1) by the following: 

ds2 = -(1 + 0)2[(da;1)2 + (dX2
)2 + (dx3?] 

+ (1 + 0)-2 dt2
, 

'if*=e,,,,t, Aa=O, 
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APPENDIX I 

We shall formulate here the Cauchy problem for 
the set of partial differential equations (2.1). 

Equations (2.1) contain 16 unknowns exhibited 
as follows: 

l(Re y,) + l(Im 'if) + 4(A I) + lO(g'i)' 

Since one subsidiary condition S = 0 on the 4-
potential AI and four coordinate conditions C. = 0 
can be imposed, there are 21 equations in total, 
namely, 

l(B) + l(B*) + 4(Ei) + lO(Q;;) + 1(8) + 4(e.). 

However, there are five identities 

4('V i QH = 0) + l('V.E' ::::: 0). 

Therefore, the number of independent equations is 
16 and the system of partial differential equations 
under consideration is determinate. 

Now we shall need two lemmas which we shall 
state without prooe 

Lemma I. If Wit = Wii1 'VjWii = 0, Wi; =: 

W ii - !gijW~k' the statements 

(i) Wi; = 0 in space-time S4. 
(ii) WaiJ = 0 in S4, W~r. = 0 in the initial hyper­

surface S3 with t = 0, 

are equivalent. 

Lemma II. If 'ViU i 
= 0, the statements 

(i) Ui 
= 0 in Sol. 

(ii) ua = 0 in Sol. Vol = 0 in Sa. 

are equivalent. 
Because of these two lemmas, the field equations 

(2.1) are equivalent to 

RafJ + 87r(Dfa'if*' DfJ) 'if 

- m
2
(Jall + E afJ) = 0, 

'V; 'V [I A al + (41/") lniE(D* "'y,* . y, 

- 'if* Dal/l) = 0, (1.1) 
1 n 

A, = ±(41/")1/2 1 + n ' (4.15) (D' D, + m2)l/I = 0, 

'VZn = -81/"m2(1 + n)s. 

By applying a Lorentz transformation to this 

(D*' Dt + m~y,* = 0 

g J. L. Synge, Relativity: The General Theory (North­
Holland Publishing Company, Amsterdam, 1960), p. 211. 
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in S. and 

R\ + 87r(D*4lf*·D"lf 

+ D:ift*·D4 ift + E~,,) = 0, 

R\ - !R + 87r(D*4ift*·D4ift 

- D*"ift*·Daift + m2lf*lf + E~4) = 0, 

V';"v[;A 4
] + (47r) 1/2ie(D*4lf*'lf 

- ift* D
4

ift) = ° 
in Sa. 

(I.2) 

We choose the normal Gaussian coordinates to 
exploit the coordinate conditions and a subsidiary 
condition so that 

g,,4=ga4=0,l4=g44=1,A 4 =A 4 =0. (1.3) 

Now in the normal Gaussian coordinates we have 

RafJ = Rail + ! o~g"fJ + iA 04g,,/i 

- !t' 04gpa' 04g'lI, 

G,,4 = R,,4 = ! opA - !'9'''(04gP6)' (104) 

1 - A2 1 G 44 = - 'iR - 1 + -gB. 

The explanation of the symbols IS as follows: 

Rp > = Ricci subtensor of a hypersurface t = const, 
R = curvature subinvariant of t = const, 
G 1'" = Einstein subtensor of t = const, 
'9'" = operator of covariant differentiation in 

t = const, 

From (1.1), (1.3) and (104) we get 

a!g"l1 = -2RafJ - iA a4 g,,/i + gPP o4g",,'(hgy{J 

- 167r[Dt"ift*·DfJ >ift 

- m2gOllIift*ift - g'Ys a('YAa] o(aApJ 

+ igOl/ig"rg's oI.A,,} o(.;A'YJ, 

a!AOl = l" 04ga., '04A/I 

- 04 In (_g)1/2'04A" - g" .. '9' fJV' IfJA6J 

- (47rY 12il":(D!lf*' ift - ift* D a If), 

o!ift = -(D" DOl + m2)lf - o4ift.a4 1n (_g)lI\ 

o!ift* = -(D*Ol D! + m2)ift* 

In terms of the Cauchy data (1.5) become 

o;g"/1 = C.D., 

o!A" = C.D., 

o!ift = C.D., 

a;lf* = C.D., 
in Sa. 

The Equations (1.2) become 

V "~~,, - '9'''~" .. + 167r{!j*[0"ift + (47r)
1I2

ieA"iftJ 

+ [o"ift* - (47r)1/2iEA"lf*h 

- l'YxfJ o('YAall = 0, 

R + iW,,)2 - W£" 
+ 167r{11*11 - g"/I[o"ift* - (47r)1/2ieA"ift*] 

X [Ollift + (47r)1/ZiEA/iiftl 

- hax" + !gOlpl" o(fJA"J o(.A,,]] = 0, 

VOlx" - (47rl I2ie(11*ift - ift*11) = 0, 

(1.6) 

(1.7) 

in Sa which are the consistency conditions to be 
satisfied by the Cauchy data. 

Since (1.6) explicitly gives the values of the 
derivatives of the Cauchy data, in terms of the 
Cauchy data themselves, we know that a solution 
exists in the neighborhood of t = 0, provided the 
Cauchy data are chosen to satisfy (1.7). 

The solution will read 

gall = (YafJ)O + t(04gafJ)o + it2(a 2g"/i)o + 
A" = (AOl)o + t(04Aa)O + !t2(a2 Aa)o + 
If = (If)o + t(04ift)0 + !f(02lf)o + '" , 
ift* = (ift*)o + t(04ift*)0 + !t2(a 2ift*)0 + ... 

The set of consistency conditions (1.7) is a highly 
redundant system; only five equations for 12 un­
knowns. It looks as if it would be easy to satisfy 
them but in fact this is not so. 

APPENDIX II 

In this section we shall show the exact differential 
conservations of charge-current and energy-momen­
tum in the curved space-time. The charge-current 
vector in (2.1) is 

S· = _(47r)1/Zil":(D*'ift*'lf - ift* Dilf). (11.1) 

Therefore, 

_ a4 ift*'04 In (_g)1I2. (1.5) [i/(47r)1/2E]V'iSi 

We shall now choose for the Cauchy data on the 
initial hypersurface Sa, the following 22 quantities: 

= V'; D*iift*·ift + D*ilf*·V'ilf-C.C. 

= Dr D*ilf*·ift + D*iift*·Diift-c.c. 

= -m2 lf*ift-c.C. = 0, 

ift,l1 = 04ift; ift*, 11* = 04ift*· where we have utilized B = B* = O. 

(II.2) 
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The symmetrized energy-momentum tensor in (2.1) 
is 

fJii ;s D*iY;*.Diy; + D*iY;*.Diy; 

where the bar indicates the subtensors and other 
quantities pertaining to the 3-space with the metric 
{ia{l' Throughout these calculations we find that the 
presence of an odd number of suffix 4 destroys a term. 

Now, the Ricci tensor is _ gii D*ky;*.Dky; + m2giiy;*y; 

- FikF\ + !yiipabFab • (II.3) R.i;s a. aj In (- g) 112 - akr~i 

Therefore, 

"V i 6ii = ("Vi D*iy;*. Di y; 

+ D*iy;*."V; Diy; - "Vi D*iY;*.DiY; + C.c.) 

+ m2"V i (y;*y;) - F\"V;Fik 

= (DT D*iY;*·Diy; + D*iY;*.D; Diy; 

- D*i D*iy;*·Diy; + c.C.) 

+ m2 ("Viy;*.y; + y;*"Viy;) 

- (47C')1/2i~F:i(D*iy;*.y; - y;* Diy;) 

= (D*fi D*iJy;*' DiY; 

+ C.C.) + m2( _D*iy;*. y; 

- y;* Diy; + "Viy;*y; + y;*"Viy;) 

(lIlA) 

By virtue of (III.3) and (IlIA), it follows, after 
some calculations, that 

RaP = Ra{l + t~aW'~tlW - tYa{l~1:9'rw, 

Ra4 = 0, (IlL5) 

R 1 2wn n"'l 
H = -2"e V 'Y V W. 

Remembering (4.1) and (4.9), we have from the 
definition of electromagnetic stress tensor after (2.1) 

EafJ = -e'" aaq>·afI'P + !e"'Yar;y"'Ia a,,(q>·a.q>, 

E"4 = 0, (IIL6) 

EH = !e"'y,,{1 a"q>·afI'P' 

_ (47C'r/2iEFii(D~Y;*. y; - y;* DiY;) = 0, (IL4) From (4.8) and (4.9) we notice 

where we have utilized 

B = B *= 0, "V liFikJ = 0, 

Dli Dily; = (47C')1I2i~Fiiy;. 

APPENDIX III 

We can represent a statical universe by 

e'" = [1 =t= (47C')1/2q>]2, 

e"'/2 aaq> = =t=[1/2(47C')1/2] aaw 

= =t=[1/2(47C')1/2]V aW. 

Therefore, (III.6) becomes 

(1II.7) 

Eap = -(1/167C')(~ aW' ~ tlW - tYap~"'IW' ~ rW), 

E"4 = 0, (IIL8) 

ds2 = y~.(x) dx" dxfJ + e"'(x) dt2
• (III 1) - -

-P • E44 = (1/327C')e2
"' ''V 'Yw· "V rW' 

Without loss of generality we can also write Now, from (II.3) 

di = -e"'(Yap dx" dx fl
) + e" dt2 

From (III.I) and (III.2) we have 

[a,8, 'Y] = -e"[a,8, 'Y] + !e"(YfJr Vaw 

+ Yra VtlW - YafJ °rW) , 

[44, a] = -[a4, 4] = -!e" (JaW, 

r~p = r~{I - t(O~fI aaW 

+ 0:" VtlW - !ry"p °rW) , 

r~4 = t VaW, r:4 = tga/le2
" VtlW, 

(IIl.2) Oii;s fJ ii - tYii6\ ;s D~Y;*·DiY; 

(IIL3) 

+ D~Y;*·DiY; - m
2
Y'iY;*Y; + E ii • 

Therefore we obtain from (4.1), (III.2), (III.7), 
and (III.8) 

-87C'OaP = -87C'm2e'" {jaP 

+ !~"w·~tlW - i{japVrw'V'l'W, 

-87C'Oa4 = 0, 

8 (J- - 8 2" 1 2"0"'1 0 - 7C' 44 - - 7C'm e - <Ie V W· V rW, 

(III.9) 

Combining (IlLS) and (IIL9) in the equations 
QaP = 0, Q44 = 0 we get Eqs. (4.1Oa) and (4.lOb), 
respectively. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4, NUMBER 1 JANUARY 1963 

Mathematical Deductions from 
Some Rules Concerning High-Energy Total Cross Sections* 

C. N. YANGt 
Brookhaven National Laboratory, Upton, New York 

(Received 2 August 1962) 

Mathematical implications of the Pomeranchuk rule and the Pomeranchuk-Okun rule are discussed. 

I N 1956, Pomeranchuk1 and Okun and Pomeran­
chuk2 discussed a very interesting rule, which 

we shall call the Pomeranchuk-Okun rule. It states 
that at very high energies, in the forward direction, 
the exchange scattering amplitudes (such as charge 
exchange, strangeness exchange, etc.) are infinitesi­
mal compared with the elastic amplitude. Two years 
later Pomeranchuk3 discussed another very interest­
ing rule, which we shall call the Pomeranchuk rule. 
It states that the total cross section in an A + B 
collision is the same as that of A + B at very high 
energies. Both rules seem to have received in­
creasing experimental support in recent years. 

1. In this note we want to discuss the mathe­
matical consequences of each of the two rules, when 
one takes into consideration the isotopic spin sym­
metry of the strong interactions. The results are 
valid only in so far as the effects of the electro­
magnetic and weak interactions are negligible. 
Higher symmetries are touched upon briefly in 
Sec.5. 

2. We shall use slightly generalized versions of 
the two rules: Each of the two colliding particles 
is supposed to be a coherent mixture of the various 
components of an isotopic spin multiplet (e.g., 
70% proton plus 30% neutron). The same reasons 
for believing the original rules support this gener­
alized version of the rules. 

3. Theorem 1: The Pomeranchuk-Okun rule im­
plies that at infinite energy the total cross section 
in a collision A + B is independent of the total 
isotopic spin. In other words, 

O'(A + B) = 0' (A' + B') 
* Work performed under the auspices of the U. S. Atomic 

Energy Commission. 
t Permanent address: The Institute for Advanced Study, 

Princeton, New Jersey. 
1 I. Ia. Pomeranchuk, J. Exptl. Theoret. Phys. (U. S. S. R.) 

30, 423 (1956) [translation: Soviet Phys.-JETP 3, 306 
(1956)]. 

2 L. B. Okun and I. Ia. Pomeranchuk, J. Exptl. Theoret. 
Phys. (U. S. s. R.) 30, 424 (1956) [translation: Soviet Phys.­
JETP 3, 307 (1956)]. 

a I. Ia. Pomeranchuk, J. Exptl. Theoret. Phys. (U. S. s. R.) 
34, 725 (1958) [Translation; Soviet Phys.-JETP 7, 499 
(1958)]. 

if A and A', Band B' belong to the same isotopic 
multiplet. 

Proof: Let a = 1, 2, ... , b = 1, 2, ... denote 
the m-quantum numbers of the particles A and B, 
respectively. Let 

(a', b' lal a, b) (1) 

denote the forward scattering amplitude (times 47r;\) 
from A + B to A' + B'. Then the Pomeranchuk­
Okun rules states that 

(a', b' lal ab) = diagonal. 

The rule states in fact that (1) still holds if one 
changes the representations of the particles A by 
a unitary transformation U and that of B by a 
unitary transformation V: 

(a', b' IUVaV-1U-11 ab) = diagonal. (2) 

It follows easily from (2) that a is a mUltiple of 
the unit matrix. Taking its imaginary part, one 
obtains the theorem. 

4. In this section we shall discuss the consequences 
of the Pomeranchuk rule irrespective of the validity 
of the Pomeranchuk-Okun rule. 

Theorem 2: The Pomeranchuk rule is equivalent 
to the rule that at co energy, 0' J = LJ' M J J ,0' J' 

where 

M J J' = (_1)2A+2B(2J' + l){~~~,}, 
A and B stand for the total isotopic spins of particles 
A and B (as well as for the particles themselves), 
the { I for the 6J symboV and (f J, 0' J, respectively, 
for the total cross sections6 with total isotopic spin 
J in the collisions A + B and A + B. 

Proof: (a) Take the forward scattering amplitude 
matrix a of (1) and let 

4 See, e.g., A. R. Edmonds, Angular Momentum in Quantum 
Mechanic8 (Princeton University Press, Princeton, New 
Jersey, 1957). 

6 That 6J symbols are useful for discussions concerning 
croBsing symmetry was pointed out by G. C. Wick, Brook­
haven Lectures, 1960 (unpublished). 
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(3 = -ti(a - a+). (3) 

{3 is thus the imaginary part of the forward scatter­
ing amplitude. Its diagonal elements are the total 
cross sections. We define the corresponding matrices 
a and i3 for A + B collisions. The Pomeranchuk 
rule states that 

A + B. By repeated application of Theorem 2 
one obtains 

(J'AA + B) = uJ(A + B), 

(J'J(A + B) = uAA + B). 

We have made use of the fact that the square 

diagonal elements of ({3 - i3) = o. (4) matrix M multiplied by itself is unity, as can be 
easily verified from the properties of the 6J symbols. 
Furthermore, uJ(A + B) and (J'J(A + B) are 
related by Theorem 2. There are thus altogether 
21 + 1 linearly independent total cross sections, 

Under a unitary transformation U on the states 
of A and a unitary transformation V on the states 
of B, the matrices {3 and i3 transform by: 

{3 ~ UV{3V- 1 U-t, i3 ~ UV*i3V*-lU- 1
• 

Thus the generalized Pomerancuk rule states that 
diagonal element of 

(UV{3V- 1U- 1 
- UV*i3V*-lU- 1

) = o. (5) 

where 1 is the smaller of the total isotopic spins 
of A and B. 

(B) A and A do not belong to the same isotopic 
spin multiplet, Band B do. In this case, by definition, 

Since U is an arbitrary unitary matrix operating 
on the states of A, (5) is equivalent to 

Thus, Theorem 2 shows that (J'J(=uJ) satisfies a 
set of linear homogeneous equations. These equations 

(6) have been completely and explicitly solved.6 In 
particular, the number of linearly independent total 
cross sections is 

(ab IV{3V- 1 
- V*i3V*-ll a'b) = O. 

Since V is unitary, (6) is equivalent to 

(ab IV{3V- 1
1 a'b) = (a'b IV~V-ll ab). (7) 

Since V is an arbitrary unitary matrix operating 
on the states of b, (7) is equivalent to 

(ab 1{31 a'b') = (a'b I~I ab'), 
or to 

B + 1 for A;::: B, 

A + t for A < B, 2A = odd, 

A + 1 for A < B, 2A = even. 

It is obvious by repeated application of Theorem 2 

(ab 1{31 a'b') = (ab' 1i31 a'b). (8) that 
(J'J(A + B) = uAA + B). 

(b ) We can express {3 in terms of U J and Clebsch 
Gordon coefficients4 (C) A and A belong to the same isotopic spin 

multiplet. Band B belong to the same isotopic spin 
(9) multiplet. In this case, the same conclusions as in 

case (B) obtain. 
(ab 1{31 a'b') = L (ab I Jm)uJ(Jm I a'b'). 

Jm 

We can also express i3 in terms of (j J, 

Gordon coefficients and the symbols4 (~ .. ,): 

(ab' 1i31 a'b) = L (b'~")(bb~") 
b lib'" 
J'm' 

x (ab" I J'M')uJ,(J'm' I a'b"'). 

Clebsch 

(10) 

The occurrence of the symbols (~m') is due to the 
definition of i3 in which the rows and columns are 
labeled to correspond to the rows and columns of {3. 

(c) Substituting (9) and (10) into (8) one obtains, 
after some straightforward algebra, the relationship 
between (J' J and U J, given by theorem 2. 

We now discuss in detail the consequences of 
Theorem 2 for the following three cases: 

(A) A and A do not belong to the same isotopic 
spin multiplet, and Band f3 do not belong to the 
same isotopic spin multiplet. In this case we have 
four sets of (J'/s: for A + B, A + B, A + Band 

5. If one takes both the Pomeranchuk and the 
Pomeranchuk-Okun rule, one obtains, of course, 
trivially that all U J are the same for all J and for 
A + B, A + B, etc. 

6. The above considerations can clearly be made 
also for any compact group of symmetries of the 
strong interactions. To obtain a general solution, 
however, one must first have a proper definition of 
the 6J symbols, and one must know certain sym­
metry and summation properties of the 6J symbols. 
This is an unsolved problem.7 

It is a pleasure to thank the members of the 
Physics Department of the Brookhaven National 
Laboratory for the hospitality extended to me 
during my visit. 

6 M. E. Rose and C. N. Yang, J. Math. Phys. 3, 106 
(1962). 

7 Cf. W. T. Sharp, Princeton University Thesis (1960) 
( unpublished). 
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Low-Energy Expansion of Scattering Phase Shifts for 
Long-Range Potentials* 

BERTRAM R. LEVY AND JOSEPH B. KELLER 

Courant Institute of Mathematical Sciences, New York University, New York, New York 
(Received 22 June 1962) 

Phase shifts can be used to describe the quantum mechanical scattering of a particle by a spherically 
symmetric potential. They are odd functions of the wave number k, which is proportional to the 
square root of the energy of the incident particle. For short-range potentials, they are analytic at 
k = 0 and can be expanded in odd powers of k. However for long-range potentials they are not analytic 
at k =0 so they cannot be expanded in powers of k. Since electron-atom, atom-atom, proton-neutron, 
and multipole-multipole potentials are of long range, it is important to consider such potentials. A 
method is presented for determining the appropriate expansions around k = O. The method is applied 
to potentials which are O(r- ,) as r -> CD, and the phase shifts for any angular momentum are obtained 
up to and including the first nonanalytic term. For L = 0 and 3 < " < 4 the next term is also obtained. 
The nonanalytic terms involve In k and fractional powers of k. The results for" = 4 and the k depend­
ence for" = 2L + 3 agree with those obtained in a different way by O'Malley, Spruch, and Rosenberg. 

The method involves a function 'l(r) whose asymptotic value 'l( CD) is the desired phase shift. 
A nonlinear first-order ordinary differential equation is derived for 'l(r). This equation is solved by 
expansion and iteration methods. To expand the solution around k = 0, two simple theorems are 
proved concerning the asymptotic forms of certain integrals containing a parameter. 

1. INTRODUCTION 

I N quantum mechanics the scattering of a particle 
by a spherically symmetric potential can be de­

scribed in terms of phase shifts. Each phase shift 
is an odd function of the wave number k, which is 
proportional to the square root of the energy of the 
incident particle. For short-range potentials, the 
phase shifts are analytic at k = 0 so they can be 
expanded in odd powers of k. The first two coeffi­
cients in this expansion are related to the scattering 
length and the effective range of the potential, which 
are useful in describing low-energy scattering. For 
long-range potentials, however, the phase shifts are 
not analytic at k = 0, so they cannot be expanded 
in powers of k. Therefore we shall present a method 
for determining their appropriate expansions around 
k = 0, for long-range as well as short-range poten­
tials. These expansions are of interest because the 
potential between a charged particle and a multipole 
and that between any two multipoles are long range. 
Thus, examples of long-range potentials are the 
van der Waals potential between two atoms, the 
polarization potential between an electron and an 
atom with a permanent or induced dipole moment, 
the neutron-proton, magnetic dipole-magnetic dipole 
interaction, etc. 

Our work was stimulated by that of O'Malley, 
Spruch, and Rosenberg. l They realized, although 

* This research was supported by the National Science 
Foundation under Grant No. NSF-G19671. 

1 T. O'Malley, L. Spruch, and L. Rosenberg, J, Math. 
Phys. 2, 491 (1961). 

they did not prove, that in principle, the Born 
expansion of the Lth phase shift 'TIL can be re­
expanded for small k to yield the terms preceding 
eL

+
l in the expansion of 'TIL. Previous investigators 

had expected this method to give only the k de­
pendence of these terms. Although the procedure 
is not very practical, they did use it to obtain the 
first term in certain cases. They also obtained 
several terms in the expansions of the phase shifts 
for an r -4 potential by solving the radial Schrodinger 
equation in terms of Mathieu functions and utilizing 
their known properties. We devised our method 
to obtain corresponding results for any long-range 
potential. O'Malley, Rosenberg, and Spruch2 have 
used their results to treat low-energy scattering of 
electrons by hydrogen atoms. 

The method begins with the introduction of a 
function 'TI(r) which may be called the phase shift 
as a function of r. It represents the phase shift 
due to a potential VCr) truncated at r, i.e., V(p) = 0 
for p > r. The desired phase shift is 1l( ro). The 
function 'TI(r) satisfies a nonlinear first-order ordinary 
differential equation which has occasionally been 
considered before. We derive it and then solve it 
in Sec. 2 by expanding 'IICr) as a series in odd powers 
of k and determining the expansion coefficients 
which are functions of r. For short-range potentials: 
all these coefficients have finite limits at r = ro 
and they yield the expansion of 'TI( ro), which agree~ 
with that obtained by the usual method as we show 

2 T. O'Malley, L. Rosenberg, and L. Spruch Phys Rev. 
125, 1300 (1962). ' . 
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in Appendix I. However, for long-range potentials, 
at most a finite number of coefficients have finite 
limits at r = <Xl and the subsequent ones become 
infinite. In Sec. 3 the procedure for finding 'I}( <Xl ) 
is modified and the first non analytic term is ob­
tained. The results are given in Eqs. (26)-(28). 
In Sec. 4 the next term in 'I} ( <Xl) is obtained for 
the r- 4 potential and the result (33) for this case 
is shown to agree with that of O'Malley, Spruch, 
and Rosenberg. l In Secs. 2 to 4, only the case L = 0 
is considered for simplicity. Corresponding results 
for any value of L are obtained in Sec. 5 and sum­
marized in (67) to (70). Some theorems on the 
asymptotic evaluation of certain integrals, which are 
employed in the analysis, are stated and proved 
in Appendix II. 

2. FORMULATION OF THE METHOD FOR L = 0 

Let r-lu(r) denote the radial wave function, cor­
responding to angular momentum zero, for a particle 
in the presence of the spherically symmetric poten­
tial h2V(r)/2J.L. Here J.L is the reduced mass of the 
particle and h is Planck's constant divided by 211". 
Since r-lu satisfies the Schrodinger equation and 
is finite at r = 0, u satisfies the equations 

u" + W - V(r)]u = 0, 

u(O) = O. 

(1) 

(2) 

The wave number k is related to the energy E of 
the particle by the relation k2 = 2J.LE/h2. 

To solve (1) and (2) we write u(r) in terms of a 
phase function 'I}(r) and an amplitude A(r) in the 
form 

u(r) = A(r) sin [kr + 'I}(r)]. (3) 

Since we have introduced two new functions to 
express u(r), we may impose some condition upon 
them and, therefore, we require 

u'(r) = kA(r) cos [kr + 'I}(r)]. (4) 

Upon inserting (3) into (4) we obtain 

A'sin(kr+'I}) = -A'I}'cos(kr+'I}). (5) 

We now insert (3) into (1) and use (5) to express 
A' in terms of A. In this way we can eliminate A 
and obtain the following equation for 'I}(r) 

'I}'(r) = -k-1V(r) sin2 [kr + 'I}(r)]. (6) 

In order that u(r) satisfy (2), we find 

'I}(O) = o. (7) 

To solve (6) and (7) we represent 'I}(r) as a series 
in odd powers of k with coefficients 'I};(r) that are 

to be determined: 
'" 

'I}(r) = k L: k2i'l};(r). (8) 
i=O 

Upon substituting (8) into (6), expanding the sine 
function in a power series and equating the coeffi­
cients of like powers of k, we obtain a recursive 
system of differential equations for the 'I};(r). The 
first three of them are 

'l}6 = - V(r)(r + 'l}0)2, 'l}0(0) = 0 (9) 

'l}f = -2V(r)(r + 'l}Ohl + jV(r)(r + 110t, 
111(0) = 0 (10) 

'I}~ = -2V(r)(r + 'l}Oh2 - V(r) 111 

+ j4V(r)(r + 'l}0)'I}1 - -ir; V(r)(r + 110)6, 

'l}2(0) = O. (11) 

From (7) we see that for each j, 'I};(O) = o. We 
assume that ho(r) is finite for all r. 

Once 'l}o(r) , the solution of (9), has been found, 
the remaining l1;(r) can be determined explicitly 
since they are solutions of first-order linear dif­
ferential equations of the form (10) or (11). Upon 
evaluating them at r = <Xl we obtain 

'I} 1 ( <Xl) = j l'" exp [ -2 f'" V(x)(x + 'l}0)2 dXJ 

X V(r)(r + 110t dr, (12) 

112( <Xl) = _1'" exp [ -2 f'" V(x)(x + 'l}0)2 dXJ 

X V(r)['1}1 - j(r + 'l}0)'I}1 + -l1f(r + 'l}0)6] dr. (13) 

The integrals in (12) and (13), and the corre­
sponding ones for higher values of j, all converge 
for a short-range potential. By a short-range poten­
tial we mean one for which VCr) = O(r-F) as r -+ <Xl 
for every positive value of p. Thus, for such potentials 
(8) yields 

'" 
'I}( <Xl) = k L: e i 11;( <Xl). (14) 

i=O 

In Appendix I it is shown that the first two terms 
in (14) agree with those of the usual effective range 
theory. The scattering length A and the effective 
range ro are shown to be given by 

A = - 'l}o( <Xl ) , 

ro = -hoe <Xl) - 2111( <Xl )h~( <Xl). 

(15) 

(16) 

3. LONG-RANGE POTENTIALS WITH L = 0 

For a potential which is not short range, the 
integrals representing most of the 'I};(r) fail to con-
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verge as r ~ 00. To see this, let us consider a long­
range potential that is asymptotically of the form 

VCr) = Vor-' + O(r-v-!) as r ~ 00. (17) 

Here v > 3 is a real number and Vo is a positive 
or negative constant. From the recursive system of 
differential equations for the 1/j(r), we find that 

, HI (2r)2j+2 
7Jj(r) '"" ( -1) 2(2j + 2)! VCr) as r ~ 00. (18) 

since m ;::: 0 so the integral converges as r ~ 00, 

as a consequence of the definition (19) of m and 
of the condition v > 3. The asymptotic form of 
B( 00, k) can be obtained from (22) by applying 
Theorem 1 of Appendix II when v is not an odd 
integer. This theorem shows that the asymp­
totic form of B( 00, k) is obtained by inserting the 
asymptotic form of VCr) into (22) with the result 

(3( 00, k) "-' B( 00, k) "-' - Vo IklH 

1~ -v[. 2 1m (_1)j(2r)2i+2] 
X 0 r sm r - 2" ~ (2j + 2)! dr, 

3 < v ,.,: 5,7 .... (23) 

Thus 1/j( (0) will be finite if 2j + 2 - v < -1. 
Let m denote the largest value of j for which this 
inequality is satisfied. Then m is the largest integer 
which is less than (v - 3)/2, which we denote by 

At the origin the integrand is O(r2mH
-') so the inte­

(19) gral is convergent there since v is not an odd integer. 
the brace symbol 

m = {(v - 3)/2 J . When v is an odd integer, then m = (v - 5) /2 and we 
If j ~ m, 1/j( (0) is finite, while if j > m, 1/j( (0) is find from Theorem 2 of Appendix II that B( 00, k) 
infinite. Therefore in order to determine 1/( (0) we has the following asymptotic form 
modify the preceding method in the following (3( 00 , k) "-' B( 00 , k) 
manner. 

For a long range potential satisfying (17) we 
introduce a new unknown function (3(r, k) by writing 

m 

1/(r) = k L ej

7J;(r) + k(3(r, k). (20) 
j-O 

Here m is given by (19) and the 1/j(r) are given 
by the preceding construction. To determine (3 we 
insert (20) into (6) and (7) and obtain 

m 

(3' = -k-2 V(r) sin2 (kr + 7J) - L ej1/~, 
j-O 

(3(0, k) = o. (21) 

From the fact that 1/m+l(r) diverges as r ~ 00, it 
is clear that the leading term in the asymptotic 
expansion of (3( 00, k) for small k comes from the 
neighborhood of r = 00. Consequently, in (21) we 
shall retain only the most singular part of 1/~(r) 

at r = 00 and, omit 1/ in the sine function. Then 
upon integrating (21) and denoting the result by 
B(r, k) we obtain 

B(r, k) = _k-2 
{ VCr) 

[ 

• 2 1m (_I)j(2kr)2i+2] 
X sm kr - 2" ~ (2j + 2)! dr. (22) 

The preceding considerations indicate why the 
leading term in the expansion of (3( 00, k) is the 
same as that of B( 00, k). We shall prove that this 
is so far the special case of v = 4 in Appendix III. 
A similar proof can presumably be constructed for 
any value of v, but we shall not consider it. 

The integrand in (22) is O(r2m
+

2
-

V
) as r ~ 00 

V ( 1) (Hl)/2 

'"" 0 - 2'-2 Ik IV-3 In Ik 1 

(v - 1)! 

v = 5,7···. (24) 

If v lies in the interval 3 < v < 4 we can obtain 
an additional term in the expansion of (3( 00, k) 
beyond that given in (23). We do so at the end of 
Appendix III by expanding B( 00, k) to two terms 
and proving that for 3! < v < 4, (3( 00, k) -
B( 00, k) = 0(k2). Since this difference vanishes to 
a higher order than both of these terms they are 
both valid and the result is 

(3( 00 , k) rv B( 00, k) rv - Vo Ikl·-3 

X 1~ sin
2 

r v- r2 dr + 7Jo( (0) Ikl v - 2 
o r 

X 1~ sin 2r v- 2r dr, 
o r 

3 < v < 4. (25) 

Presumably, a similar proof of the validity of the 
second term could be given for 3 < v ~ 3t" but 
we have not considered it. 

Upon inserting the results (23), (24), or (25) into 
(20) after letting T = 00, we obtain the ,expansion of 
7J( (0) up to and including the first nonanalytic term 
for all values of v > 3. When 3 < v < 4 we also 
have an additional tenn. The results for 1/( <Xl) are: 

m 

1/( (0) rv k L e j 
7Ji( (0) - Vok Ikl'-3 

;=0 

1~ -v[ . 2 1m (_1)i(2T)2i+2] 
X 0 r sm r - 2" ~ (2j + 2)! dr, 

3 < II ,.,: 5, 7, ... . (26) 
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(.-5)/2 

7J( 00) "'-' k .L: k2j 
71;( 00 ) 

i-a 

V ( 2) (-+1)/2 

+ 0 - k Ikl,-a In Ikl, 
(p - I)! 

P = 5,7, ... (27) 

The phase shift is then 

1J( CD) = k1Jo( CD) + tk Ikl Va1r 

- j1Jo(oo)Voe In /kl + OW). (35) 

This result agrees with that of O'Malley, Spruch, 
and Rosenberg, l who also determined the e term. 

5. PHASE SHIFTS FOR L > 0 7J( 00) ""' krJoC 00) - Vak Ikl,-a f" r-'(sin2 r - r2) dr 

+ 'l/a( oo)k Iklv-2 fa'" r-'(sin 2r - 2r) dr, 
We shall now consider the phase shift for any 

value of L > O. We let r-1u(r) denote the radial 
wave function, corresponding to angular momentum 

(28) L. Then u satisfies the equations 3 < P < 4. 

In (26) m is defined by (19). In the next section we 
shall obtain another term when p = 4, thereby 
illustrating a procedure that can be used for any 
value of P. 

4. THE R-4 POTENTIAL WITH L = 0 

In the previous section we introduced f3(r, k) 
in (20) and obtained Eq. (21), which it satisfies. 
We indicated that the leading term in f3(oo, k) is 
the same as that of B( 00, k) defined by (22) and we 
computed the latter. Now we shall solve (21) by 
iterations and show that the leading term in f3( 00, k) 
is indeed that which we previously obtained. We 
shall also calculate the next term in f3( CD, k). These 
calculations will be done for the special case p = 4 
because the labor is then not too great. 

For p = 4, (19) shows that m = 0, so (20) and (21) 
become 

'I/(r) = k1Ja(r) + kf3(r, k), (29) 

f3' = -k- 2V(r)[sin2 (kr + k'l/o + k(3) - k\r + '170)2], 

f3(0) = O. (30) 

We solve (30) by iterations, defining the nth ap­
proximation f3" by setting f30 = 0 and 

f3n = _k- 2 L V(t)[sin2 (kt + k'l/o + k(3n-l) 

In Appendix III we show that for n 
we have, uniformly in r, 

f3n(r, k) = O(k) 

f3n+l(r, k) - f3n(r, k) = OW). 

(31) 

1, 2, ... 

(32) 

(33) 

Thus the phase shift can be obtained up to terms 
of order k2 from f31' In Appendix III we show that 

f31( 00 ,k) = ! Ik / Vo1r 

- j1Jo( 00 ) VOk
2 In /k / + OW). (34) 

u" + W - VCr) - L(L + 1)/r2]u = 0, (36) 

u(O) = O. (37) 

In order to obtain an equation for the phase shift 
as a function of r, we introduce the functions 

tp(r) = kri£(kr) = (1rkr/2)1I2JL + 1/2(kr) , (38) 

and 

1/;(r) = krnL(kr) = (1rkr/2)1/2N L+1/2(kr). (39) 

The functions hand nL are spherical Bessel func­
tions and the functions tpCr) and 1/;Cr) are solutions 
of (36) with VCr) == O. 

We introduce the phase shift 7J(r) by writing the 
solution of (36) and (37) as 

u(r) = A(r)[tp(r) - 1/;(r)tan 1J(r)]. (40) 

The desired phase shift is as before 1]( CD). As before 
we have introduced two new functions A(r) and 
7}(r). We now impose the condition that 

A'(r)[tp - 1/; tan 7}] = A1/; 7}' sec2 
7}. (41) 

Then, 
u' = A[tp' - 1/;' tan 1]]. 

Differentiating once more we find 

u" = A '[tp' - 1/;' tan 71] 

+ A[tp" - 1/;" tan '1/] - A 71'1/;' sec2 1J. 

(42) 

(43) 

We next substitute (40) and (43) into (36). Upon 
using the fact that tp and 1/; satisfy (36) with V (r) = 0, 
we find that 

A'[¥?' - y,,' tan 17] 

- A 1J'y,,' sec2 1] - VA('P - y" tan 71) = O. (44) 

We now eliminate A' between (44) and (41) and 
use the fact that the Wronskian 'P'1/; - 1/;'¥? has the 
value -k, to obtain 

1]'sec2 1]= -k-1V(r){'P- y"tan1]12. (45) 
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Upon expressing 'P and 1/1 in terms of spherical Bessel 
functions by means of (38) and (39), we find 

(d/dr) tan TI = -kr2V(r) {h(kr) -nL(kr) tan Tl12. (46) 

In order to satisfy the initial condition (37), we 
note that since h(kr) vanishes at the origin we 
must have 

TI(O) = o. (47) 

Equations (46) and (47) are the desired equations 
for the phase shift TI(r) or for tan TI(r). 

In order to analyze (46) for the case of short­
range potentials, we denote tan TI(r) by x(r) and 
set 

'" 
x(r) = e L+l L: eix;(r). (48) 

i-O 

Upon substituting (48) into (46) for tan TI, expanding 
hand nL in power series, and equating the coeffi­
cients of like powers of k, we obtain a recursive 
system of differential equations for the x;(r). The 
first two of them are 

(49) 

Then {3 satisfies 

(3' = -kr2V(r) {h(kr) - xnL(kr)}2 
m 

_ k2L +l ~ k2i 
£...J X;· (55) 
i-O 

In order to obtain the leading term in {3 we drop 
X on the right-hand side of (55) and replace x~ by 
its most singular part as r ~ 00. In order to do, 
this we write the power-series expansion for [h(krW 
in the following form: 

Here 

'" 
[jL(kr)]2 = (kr)2L L: /;(kr)2i . (56) 

;=0 

2L( -l)'(L + j)! 
c, = j!(2L + 2j + I)! 

(57) 

(58) 

From (49), (50), and similar equations for the higher 
Xi, we find 

(59) X~ = - V(r)(corL+l - Xo dor-L)2, xo(O) = 0, 

x: = -2V(r)(Cnr
L+2 - Xo dor-L+l) 

X (clr
L+2 - Xo dlr- L+l - Xl dor- L- l), 

We now insert (59) into (55), drop X on the 
right-hand side, and integrate. The resulting function 
we denote by B(r, k) and, as before, we expect that 

(50) (3(r, k) ,....., B(r, k), where B is defined by 

Here 

1 r(2L + 1) 
Co = (2L + I)! ' 

2L(L + I)! 
(2L + 3)! ' 

-2"£ r(L + 1) , (51) 

1 r(2L - 1) 
- 2L r(L) 

Just as in the case for L = 0, after xo(r) is determined 
by solving (49), the remaining Xi are obtained by 
solving simple, linear, first-order ordinary dif­
ferential equations. Since VCr) = O(r-P) for every 
v, Xi( (0) will exist. 

In the case of long-range potentials, Xi ( (0) will 
not exist for j sufficiently large. Since 

X~ = O[V(r)r2<L+l+j)J, as r ~ 00, (52) 

it is clear that if VCr) ,....., Vor-' as r ~ 00, then 
Xi ( (0) will exist only if 

2j < v - 2L - 3. (53) 

B(r, k) = -k L r2V(r) 

X {[h(kr)]2 - (kr)2L ~ fi(kr)2 i
} dr. (60) 

We can apply Theorem I of Appendix II when 
2m > v - 2£ - 5. From the definition of m, this 
inequality is satisfied unless v is an odd integer. 
Thus except for such P, Theorem I applied to (60) 
yields 

B( 00, k) "" - Vok- l Ikl P
-

l 1'" r2- P 

X {[h(r)]2 - r2L ~fir2;}dr, 
v ,e 5,7 .... (61) 

When 2m = v - 2L - 5, which occurs when v is 
an odd integer, Theorem II of Appendix II applied 
to (60) yields 

B( 00, k) ,...., V Ok- I !<P_3)/2_L IkI P
-

1 In Ikl, 
1'= 5,7··· (62) 

As before, when (53) is violated we must proceed 
by introducing a new expansion. Let m be the 
largest value of j for which (53) holds. Then we write 

In the case when 3 < v ~ 2L + 3, so that there 
(54) is no value of j 2: 0 satisfying (53), then (61) is 

still valid for v < 2L + 3 if the sum involving 

m 

k2L+l ~ 2; 
X = £...J k Xi + {3. 

i=O 
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fj on the right is dropped. Similarly, for v = 2L + 3, 
(62) is valid if we replace f ... +l by fo. In the case 
when v < 2L + 3, the integral appearing in (61) 
can be explicitly evaluated. We first express iL in 
terms of cylindrical Bessel functions by means of 
(38), obtaining 

B( 00, k) '" -!1r V Ok-1 Ikl'-l C r1-'[J L+1/2(r)]2 dr. 
.0 

(63) 

This is just the expression for tan 'II ( 00) given by 
the first Born approximation. 

The integral in (63) is a known Mellin transform.3 

When this integral is evaluated we obtain 

B(oo, k) '" -!1rVok-1 Ikl'-l 

X 
21-'I'(V - l)I'(L + ! - v/2). 

I'\!v)I'(L + ! + !v) 

In particular, if v = 4, (64) holds for all L 
and yields, with Vo = - (32, 

(64) 

> 0 

(,-5)/2 

tan 'II( 00) '" eL
+

1 L: ei
Xi ( 00) 

;-0 

+ VOf(H)/2- L k Ikl'-3ln Ikl 

2L + 3 < v = 5,7,··· (70) 

Both (69) and (70) are valid when v < 2L + 3 
or v ::; 2L + 3, respectively, but then the sums 
must be omitted, and they reduce to (67) and (68), 
respectively. For L = 0 the above results reduce 
to (26) and (27). For certain potentials (e.g. re­
pulsive ones), (67) probably holds for 2 < v < 3 
and (68) for v = 3 and L = o. 

APPENDIX I. RELATION WITH EFFECTIVE-RANGE 
THEORY 

In the usual effective-range terminology, the phase 
shift 'II ( 00) is given by 

k cot '11(00) = -l/A + !ero + OW). (AI) 

1r{32k -I Ik 13 

B( 00 , k) '" 8(L + !)(L + !)(L _ !) 
(65) If we use our result (14) for 1/( 00) and expand 

k cot 'II( 00) in powers of k, we obtain 

This is the same as Eq. (5.9) of O'Malley, Spruch, 
and Rosenberg. 1 

Let us now summarize the results of this section, 
which are valid for L ~ O. For a short-range po­
tential, we have from (48) 

'" 
tan 1/(00) = eL+1 L: k2iX;(OO). (66) 

i-O 

The x; are determined by solving the system of 
recursive equations, of which (49) and (50) are the 
first two members. For a long-range potential, 
VCr) '" Vor-' as r - 00, we have from (54) and (64), 
(62), or (61) 

tan 1/( 00) '" -!1r Vok Ik/'-3 

2 I -'I'(v - l)I'(L + ! - !v) 
X I'2(!v)I'(L + ! + !v) , 

3 < p < 2L + 3, 

Vok Ikl2L 
tan '11(00) '" [1.3.5 ... (2L + 1)]2 In Ikl, 

v = 2L + 3, 
m 

tan 'II( 00) '" k2L
+

I L: k2iX;( 00) - Vok IklH 
i=O 

2L + 3 < v ~ 5,7, ... , 

(67) 

(68) 

(69) 

k cot 'II( 00) 

= _1 __ k2['IIO(OO) + 'II~(oo)J + OW). (A2) 
1/o( 00 ) 3 'IIo( 00 ) 

Upon comparing (AI) with (A2) we obtain the 
expressions (15) and (16) for A and ro in terms of 
'110 ( 00) and 1/1( 00). The result (16) differs in form 
from the usual expression for ro, which is 

ro = 2 fa'" (v~ - u~) dr. (A3) 

Here uo(r) is the solution of (1) and (2) for k = 0 
normalized so that 

uo(r) '" 1 - A -Ir , as r _ 00. 

The function vo(r) is defined by 

vo(r) = 1 - A -Ir . 

(A4) 

(A5) 

We shall now compute uo(r) , insert it into (A3) , 
and show that the result agrees with (16). 

To this end we see from (18) that 'II(r) = k'llo(r) + 
OW)· Upon using this result in (3) we may write 
uo(r) as 

uo(r) = kAo(r)[r + 'IIo(r)]. (A6) 

Here kAo(r) denotes the limit of A (r) at k = O. 
From (5) we find that Ao satisfies 

a Bateman Manuscript Project, Tables of Integral Trans- AHr + '110] = -Ao'll~. 
forma, edited by A. Erdelyi, (MacGraw-HilI Book Company, 

(A7) 

Inc., New York, 1954), pp. 1, 331. The solution of (A7) is 
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Ao(r) = a exp { - [0 V(x)[x + 17o(X)] dX}. (A8) 0 = 317~~ (0) [M + 170(M)]3 

The integration constant a is determined by the 
condition (A4). Then (A6) and (A8) yield 

uo(r) = -A-1[r + 17o(r)] 

X exp { - [" V(x)[x + 17o(X)] dX}. (A9) 

Now (A3) becomes 

ro = 2 laro {(I - A -lr)2 - A -2(r + 170)2 

X exp [ -2 fro V(x)(x + 170) dx ]} dr. (AlO) 

In order to demonstrate the identity of (AlO) 
and (16), let us consider the integral [(M) defined by 

[(M) = - laM V(x)(x + 170t 

X exp [ -2 i oo 
V(r)(r + 170) dr] dx. (All) 

We note from (12) that I( (0) = -3171( (0). Now 
we rewrite (All) as 

11M d [(M) = -2 0 (x + 170)3 dx 

X exp [ - 2 [0 V(r)(r + 170) dr] dx (A12) 

Upon integrating by parts and using (9), we obtain 
from (A12), 

I(M) = [M + 17o(M)]3 

X exp [ -2 J: V(r)(r + 170) dr] 

- 3 laM (x + 170)2 

X exp [ -2 [0 V(r)(r + "'0) drJ dx. (A13) 

Upon multiplying (A13) by 1/317~( 00 ), and subtract­
ing 170( 00 )/3, it becomes 

J~M) _ 770( (0) = 1M {(1 + _X_)2 _ (x + 770)2 
3170( 00 ) 3 0 170( 00 ) 17~( 00 ) 

X exp [ -2100 

V(r)(r + 110) dr]} dx + o. (A14) 

Here 0 is given by 

X exp [-2 J: V(r)(r + 170) dr] _ 770~(0) 

_ 1M (1 + _X_)2 dx (A15) 
o 17o( 00 ) 

From (A15) we find, after performing the inte­
gration, that 0 ~ 0 as M ~ 00. Then when M ~ 00, 

the right side of (A14) becomes one-half the right 
side of (AlO) and the left side of (A14) becomes one­
half the right side of (16). Thus, (16) and (AlO) 
yield the same value of roo 

APPENDIX II, ASYMPTOTIC EVALUATION OF 
TWO INTEGRALS 

We wish to asymptotically, evaluate for small k, 
the function B( 00, k), represented by an integral 
in (22). This can be accomplished by means of two 
general theorems concerning such integrals which 
we shall now state and prove. 

Theorem I. Let [(k) be defined by 

[(k) = L" V(r)f(kr) dr. (A16) 

Here VCr) and fer) are regular and satisfy the follow­
ing conditions 

VCr) ,....." Vor-' as r ~ 00, 

fer) = O(r2m+2) as r~ 00, 

fer) = O(r2m+4) as r~O. 

The constants II and m satisfy the relations 

3 > II - 2m - 2 > 1, 

Then, for k > 0, 

II > 0, m 2': 0 

[(k) ,....." Vo Ikl'-l fooo r-'f(r) dr as k ~ o. (A17) 

If V and f satisfy the above conditions for r ~ - 00 I 

then (A17) holds for k < O. 
Theorem II. Let I(k) be defined by (A16) with 

VCr) and fer) regular, and satisfying 

VCr) ,....." Vor-', as r~ 00, 

fer) = O(r'-3) , as r~ 00, 

fer) ,....." for'-l, as r~O. 

Then for k > 0, II > 0 

J(k) ,....." - Vofo Ikl'-l In Ikl as k~O. (A18) 

If V and f satisfy the above conditions for r ~ - 00 I 

then (A18) holds for k < o. 
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To prove Theorem I we introduce a function w(k) 
with the properties that w(k) ~ <Xl and kw(k) ~ 0 
as k ~ o. Then we split I(k) into two integrals: 

It =' f' V(r)f(kr) dr, 

12 = f' V(r)f(kr) dr. 

We also write VCr) in terms of a function fer) 
in the form 

VCr) = Vor-'[1 + e(r)]. 

From the behavior of VCr) at infinity it follows that 
e(r) ~ 0 as r ~ <Xl. We may now write II as a sum 

as in the proof of Theorem 1. We then find 

II = Vo Ikl'-I{l~ r-'f(r) dr 

+ f(w)O(i: Ir -'fer) I dr)}. (A24) 

We now introduce a constant M > 0 and write 

1'" r-'f(r) dr = 1M r-'f(r) dr + 0(1). 
kw kw 

Upon making use of the behavior of f at the origin 
we find 

1'" r-'f(r) dr = -fo In Ikwl + 0(1). 
k .. 

A similar analysis holds for the order term in (A24). 
II = Vo J..'" r-'f(kr) dr + Vo 1..'" e(r)r-'f(kr) dr. (Al9) Thus (A24) becomes 

We now define feW) = SUpr~ .. e(r). Then the last II = - Vofo Ikl,-Iln Ikwl + feW) Ikl>-l O[ln IkwlJ· 

integral above satisfies (A25) 

11..'" e(r)r-'f(kr) drl < feW) [" Ir-'f(kr) I dr 

= feW) Ik 1>-1 ['" Ir-'f(r) I dr. 
JkOI 

The last expression shows that the second integral 
in (Al9) is of order feW) Ikl,-I. 

To analyze the first integral in (Al9), we introduce 
kr as a new integration variable and obtain 

f '" r-'f(kr) dr = Ik l>-1 ['" x-'f(x) dx = Ikl>-l 
"' Jkw 

X (fa'" x-'f(x) dx + O(kw»). (A20) 

From (A20) and (A19) we obtain 

II = Vo Ikl>-1 fa'" r-'f(r) dr + OW-I). (A21) 

To analyze I, we utilize the mean-value theorem to 
conclude that 

(A22) 

Let us now set w(k) = k- a where a < 1-v/(2m + 5). 

In order to analyze 12 we use the asymptotic 
form of f at the origin assuming that fer) - Vor,-I = 

O(r'). Then from the mean-value theorem we obtain 

(A26) 

Upon writing the integral in (A26) as the sum of 
two integrals; the first taken between the limits 
o and M, the second between the limits M and w, 
and introducing the asymptotic form of V in the 
second integral we find 

I, = Vo/o Ikl>-l In w + O(lkl>-1) + O[w(kw)'J. (A27) 

If we now set w = Ikl-«, where 0 < a < l/(v + 1), 
we find that (A25) and (A26) may be combined to 
yield (Al8), thus proving Theorem II. 

APPENDIX Ill. ASYMPTOTIC ESTIMATES OF 
THE ITERATES 

We shall now prove (32) and (33) of Sec. 4 by 
induction. First we apply the mean-value theorem 
to the integrand of (31) for n = 1 and obtain 

Then 0 < a < 1 so w(k) ~ to and kw(k) ~ 0 as k21r 
k ~ o. With this choice of w(k), (A22) yields (3I(r) ="3 0 V(t)(t + 7Jot cos [2kO(t)(t + 7Jo)] dt, 

12 = OW-I). (A23) 0 < OCt) < 1. (A28) 

Upon combining (A21) and (A23) we obtain (A17), Next we define the difference .6. .. (r, k) = (3 .. +I(r, k) -
thus proving the theorem. The same proof applies (3 .. (r, k). Then from (31) we find 
when k < 0 if V and I satisfy the hypotheses as 
r ~ - to. .6.1(r) = _k-21r 

V(t){sin2 [k(t + 7Jo + (31)] 
In order to prove Theorem II we introduce the 

functions w(k) and e(r) and the integrals II and 12 - sin2 [k(t + 7Jo)]} dt. (A29) 
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Applying the mean-value theorem to the integrand iT 
in (A29) yields dn+l(r) = _k-

2 
0 V(t) Isin

2 
[k(t + 710 + t1n)] 

d,(r) = -k-' f V(t){1l(t) sin 

X {2k[t + 710 + if;(t)l1l] I dt, 

o < if;(t) < 1. (A30) 

We now substitute (A28) into (A30) and obtain 

kiT d,(r) = -3 0 V(t) sin 12k[t + 710 + if;(t){1I] I 

X L V(~)(~ + 710t cos [2ke(~)(~ + 710)] d~ dt. (A3I) 

Interchanging the order of integration in (A3I) 
leads to 

e iT d,(r) = -3" 0 V(~)(~ + 710t cos [2ke(~)(~ + 710)] 

X ~r V(t)k- ' sin 12k[t + 710 + if;(t){1I] I dt d~. (A32) 

Finally we use the mean-value theorem again to 
write 

sin 12k[t + 710 + if;(t){1I]l = 2k[t + 710 + if;(t)l1l] 

X cos 12ky(t)[t + 710 + if;(t){1I]!, 

- sin2 [k(t + 710 + I1n-I)] I dt. (A35) 

Upon applying the mean-value theorem to the 
integrand, we obtain 

dn+l(r) = - k -I f dn(t) V(t) sin [2k(t + 710)] dt 

- f (1!(r) V(t) cos 12k[t + 710 + OI(t){1n] I dt 

+ f (1!_I(r)V(t) cos 12k[t + 710 + 02(t){1n-I]} dt, 

(A36) 

Another application of the mean-value theorem to 
the sine function in the first integral, together with 
the fact that d .. (t) = 0(k2) uniformly in t, shows 
that this integral is OW). The other two integrals 
in (A36) are OW), since {1n and (1 .. -1 are O(k) uni­
formly in r. Thus d .. +I(r) = OW) uniformly in r, 
which proves the inductive step. 

To complete the induction we must show that 
I1I(r) = O(k) uniformly in r. From the definition 
(31) of (11(r) we have 

o < 'Y(t) < 1. (A33) 1{1I(r)I < k-2 i~ IV(t) I 

Upon using (A33) in (A32), and taking absolute 
values, we obtain 

Id,(r) I ~ 2~2 i~'1 V(~) I I~ + 7101 4 

(A37) 

Rather than estimate the integral in (A37), we shall 
asymptotically evaluate (11( CD), given by 

X ~~ I V(t) I ( It I + 17101 + 1(111) dtd~. (A34) (11(CD) = _k-2 i~ Vet) 

Since Vet) = 0(t-4) and 710 and (11 are bounded as 
t ~ <x> , the t integral in (A34) is 0(C 2

) as ~ ~ CD. 
Therefore, the ~ integral converges, so (A34) shows 
that dl(r) = 0(k2) uniformly in r. 

Let us now make the inductive hypothesis that 
dj(r) = OW) and (1j(r) = O(k) uniformly in r 
for j = 1, 2, ... n. We shall show that this implies 
dn+l(r) = 0(k2) and (1n+l(r) = O(k) uniformly in r. 
Since we have just proved that d,(r) = OW), 
the proof of (32) and (33) will be complete when 
we also show that (11(r) = O(k). We shall show this 
after considering the inductive step. We first observe 
that 11 .. +1 = f3 .. + d ... From the inductive hypotheses 
it therefore follows that (1n+l(r) = O(k). Thus We 
need merely consider d n+ I' 

From (31) and the definition of dn+l we have 

X Isin2 (kt + k71o) - (kt + k710)2} dt. (A38) 

The method to be used on {11 ( CD ) also applies to (A37) 
and proves that (11 = O(k), but since we need the 
expansion of {11 ( CD ), the details for it are given. 

We begin by introducing w(k) as in Appendix II, 
with the properties that w(k) ~ CD and kw(k) ~ 0 
as k ~ O. We also write f31( CD) = II + 12 where II 
is k-2 times the integral in (A38) with upper limit w, 

and 12 involves the integral from w to CD. 
To analyze II we apply the mean-value theorem 

to the integrand to obtain 

II = ~2 f'V(t)(t + 710)4 dt - 4
2
5 k4 f' V(t)(t + 710)6 

X cos [2if;(t)(kt + k71o)] dt, 0 < if;(t) < 1. (A39) 
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As w ~ ro both integrals in (A39) diverge. By using 
the fact that Vet) "" Vot-

4 as t ~ ro we can easily 
·estimate the rate of divergence of these integrals 
to obtain 

[' V(t)(t + 1Jo)6 cos [1/;(kt + k1Jo)J = 0(w3) 

as w ~ ro, (A40) 

iW 

V(t)(t + 1JO)4",-, VOW + 4 Vo1Jo( <Xl) In w + 0(1) 

as w ~ <Xl. (A41) 

In obtaining (A41) we assumed that Vet) = VOc 4 + 
00(t-6

) as t ~ <Xl. From (A39) to (A41) we have 

II = t VOk
2w + jVo1Jo( <Xl)e In w + OW) 

(A42) 

In order to analyze 12 we set Vet) - Vot-
4 

= Eel). 
Then 

12 = - ;0 i OO 

t-4{sin2 [kt + k1JoJ - e(t + 1Jo)21 dt 

- 12 i oo 
e(t) {sin2 [kt + k1JoJ - e(t + 1Jo)21 dt. 

(A43) 

We estimate the second integral on the right in (A43) 
by first applying Taylor's expansion which yields 

sin2 [kt + k1JoJ - e(t + 1Jo)2 

- k4(t + 1Jot cos [2'Y(t)(kt + k1Jo)J, 

I~I) = -kYo i oo 
y-4{sin2 y - y21 dy 

+ kYo l kw 

y-4/sin2 y - y21 dy. (A49) 

The first integral in (A49) can be explicitly evaluated 
and has the value -11"/3. The second integral can 
be expanded by Taylor's expansion to yield 

I~J) = kV01l"/3 - eVow/3 + kO[(kw?J. (A50) 

In order to analyze I?) we first note from (9) 
that 1Jo(l) "" 1Jo( <Xl) + OWl). By a now familiar 
application of Taylor's expansion to (A46) , we can 
easily show that 

1(2) -
2 - Vo1Jo( ro) roo r\sin 2kt - 2kt) dt + OW) 

k Jw 
= - Vo1Jo( <Xl )e J + OW). (A51) 

Here J is defined by 

J = foo y-4(sin 2y - 2y) dy. 
ke.> 

(A52) 

We now write 

J = II y-4(sin 2y - 2y) dy 
kw 

+ foo y-4(sin 2y - 2y) dy. (A53) 

Upon applying Taylor's expansion to the first inte­
gral in (A53), we find 

J = j In (kw) + 0(1). (A54) 
0<,),<1. (A44) Thus from (A51) and (A54) we have 

Since eCt) = 0(t- 6
) as l ~ ro, it is clear that this 

second integral is OW). 
The first integral in (A43) is analyzed by ex­

panding the integrand in a Taylor expansion to 
write this term as a sum I~J) + I~2) + I~3), where 

- ;0 i oo 
r 41sin2 kt - k2t21 dt, (A45) 

I~2) = -j Vo7Jo( ro)e In (kw) + 0(k2). (A55) 

We now combine (A48) , (A50) , and (A55) to 
obtain 

12 = k V01l"/3 - eVow/3 - jVo7Jo( <Xl)e In (kw) 

(A56) 

- ~o i OO 

r47Jo(sin 2kt - 2kt) dt, 

Upon recalling that (31( ro) = II + 12 , we have 
(A46) from (A42) and (A56) that 

- Vo i oo 
r41J~ I cos [2kt + 2 o(t)k1JoJ - 11 dt, 

o < oCt) < 1. (A47) 

We immediately note that 

n3
) = 0(w-3

) (A48) 

To analyze I~J) we change the variable of inte­
gration to y = kt and write I~J) as 

(31(00) = kV01l"/3 - jVo1Jo(ro)k21n k 

+ 0(k2) + O(w -3) + kO[(kw)3]. (A57) 

If we now choose w = k- 2
/

3
, we see that the order 

terms in (A57) are all of order k2
• Thus (A57) is 

the desired result, which is given in the text by (34). 
In the application of the foregoing method to (A37) 
we note that the oscillatory character of the inte­
grand played no role in determining the convergence 
properties of the integrals. The terms in II and 12 



                                                                                                                                    

64 B. R. LEVY AND J. B. KELLER 

which canceled each other now no longer do so, 
but each term in II and 12 is O(k) when w = k-2/3

, 

so therefore (31 (r) is O(lc). This completes the asymp­
totic estimation of the iterates for the case II = 4. 

Let us now consider 3! < II < 4, for which (25) 
gives two terms in the expansion of B( ro, k). We shall 
now show that in this case (3( ro, lc) - B( 00, lc) = 
0(k2). To do so we introduce the iterative solution 
for (3 just as in the case when II = 4. The integral 
in (A32) is convergent and AI(r) = Oce) uniformly 
in r. The inductive hypothesis is made as before 
except that now we assume that (3,,(r) = OW-a) 
uniformly in r. We cannot use (A36) to conclude 
that An+l(r) = 0(k2

). However, in order to make 
this conclusion we need only expand the integrand 
in (A35) to terms of order {3: and (3:-1 where a 
is chosen so that a(v - 3) ~ 2. The remainder 
term then will be of order e. The terms retained 
in the expansion will all have An as a factor and 
hence will be of order k2

• 

Thus, in order to verify (25) we expand (31( 00). 
Just as before the method will also apply to (A37) 
and show that (31 = 0(k'-3). We proceed as in the 
case when v = 4 to define 11 and 12 , To prevent 
needless rewriting we will indicate the changes in 
the analysis and then refer to the changed equations 
by denoting them with a prime. The order term 
in (A40) is to be replaced by 0(w7

-,) and the right­
hand side of (A41) is to be replaced by 

Vow
5

-' + 41/o( co) w4-' + 0(1). 
5 -II 4-11 

Conficqucntly, from (A39), (A40'), and (A41') we 
ohtain 

I = Vok"w"-' + 4 Vo1/o( ro) ew4-' 
I 3(5-v) :~(4-v) 

+ OW) + O(kV-') (A42') 

In order to analyze 12 we set Vet) - VoC' = ~(t). 

Equation (A43) then is to be modified by replacing 
C 4 by C'. The integral in (A43) involving ~(t) is 
0(k2) as before. Equations (A45), (A46), and (A47) 
are to be modified by replacing t-4 by C'. The order 
term in (A48) is to be replaced by O(W-'+I). Equation 
(A49) becomes 

I~l) = -k,-aVo !am y-'{sin2 y - y2) dy 

k", 

+ k,-a V r -, { . 2 2} d o Jo y sm y - y y, (A49') 

and (A49) becomes 

I~l) = _!c,-aVo 10
m 

y-'{sin2 y - y2} dy 

- :C~k~5:; + kO[(kwr-']. (A50') 

The analysis of 1~2) proceeds exactly as before. 
We have 

1~2) = V 0 1/k( ro) j",m r'(sin 2kt - 2kt) dt + OW) 

= - Vo1/o( co )k'-2./ + OW). (A5l') 
Here 

./ = 100 

y-'Csin 2y - 2y) dy 
k", 

= 10
00 

y-'(ain 2y - 2y) dy 

_ ~ (~W~4-~ + 0[CkW)6-']. (A54') 

Upon combining (A51') and (A54') we find 

I~2) = -k,-2Vo1/0( co) 100 

y-'(sin 2y - 2y) dy 

+ i Vo1/o( co) ew 4-, 
3 (4 - v) 

+ OW) + k'-20[(kw)6-']. (A55') 

We now combine (A48'), (A50'), and (A55') to 
obtain 

I k,-3 V 100 

-, { • 2 2} d 
2 = - 0 0 y sm y - y y 

- k,-2 Vo1/o( co) 100 

y-'Csin 2y - 2y) dy 

_ V Ok
2
w

5
-, + :! V o1/o( 00) ew4-, 

3(5 - II) 3 (4 - v) v 

+ OW) + k,-20[(kw)6->] 

+ kO[(kwr-'] + O(w -'+1) 

Upon choosing w = k- a with 

v - 2 6 - v --<a<-­
v-I 7 - v 

and combining (A42') and (A56'), we find 

{31(ro) = -k'-'Vo L" y-'{sin2 y - y2} dy 

(A56') 

- k,-2Vo1/o( 00) 100 

y-'(sin 2y - 2y) dy + 0(k'-2). 

(A57') 

Thus (A57') is the desired result which is given in 
the text aR (25). 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4. NUMBER 1 JANUARY 1963 

The Diffraction of Waves By a Penetrable Ribbon* 

C. YEH 

Electrical Engineering Department, University of Southern California, Los Angeles, California 
(Received 18 May 1962) 

The exact solution of the diffraction of waves by a dielectric ribbon or by an elliptical dielectric 
cylinder is obtained. Results are given in terms of Mathieu and modified Mathieu functions. It is 
found that each expansion coefficient of the scattered or transmitted wave is coupled to all coefficients 
of the series expansion for the incident wave, except when the elliptical cylinder degenerates to a 
circular one. Both polarizations of the incident wave are considered: one with the incident electric 
vector in the axial direction and the other with the incident magnetic vector in the axial direction. 
It is noted that the technique used in this paper to satisfy the boundary conditions may be applied 
to similar types of problems; such as the plasma-coated ribbon radiator and the corresponding acous­
tical problems. 

I. INTRODUCTION 

T HE problems of scattering of waves by a circular 
cylinder have been considered by many au­

thors. I
-

3 The exact solution of the problem of the 
diffraction of waves by a perfectly conducting el­
liptical cylinder, or by a ribbon, has been obtained 
by Sieger,4 and Morse and Rubenstein.s However, 
the corresponding solution for the diffraction of 
waves by a dielectric elliptical cylinder or by a 
dielectric ribbon has not been found. It is the 
purpose of this paper to present the exact solution 
of this problem. It is shown that certain mathe­
matical difficulties can be overcome by separating 
the wave equation in elliptic cylinder coordinates 
and by applying the orthogonality properties of 
the Mathieu functions. 

II. FORMULATION OF THE PROBLEM 

To analyze this problem, the elliptical cylinder 
coordinated (~, 7], z), as shown in Fig. 1, are in­
troduced. In terms of the rectangular coordinates 
(x, y, z), the elliptical cylinder coordinates are 
defined by the following relations: 

x = q cosh ~ cos 7], 

y = q sinh ~ sin 7], (1) 

z = z, 

(0 ::; ~ < <Xl, 0 ::; 7] ::; 211"), 

* This work was supported by Air Force Cambridge 
Research Center. 

1 P. Debye, Physik. Z. 9, 775 (1908). 
IV. Fock, Doklady Akad. Nauk. S. S. S. R. 109, 477 

(1956). 
I R. Kind and T. T. Wu, The Scattering and Diffraction 

of Waves (Harvard University Press, Cambridge, Massa­
chusetts, 1959). 

4 B. Sieger, Ann. Physik (Liepzig) 27,626 (1908). 
I P. M. Morse and P. L. Rubenstein, Phys. Rev. 54, 895 

( 1938). 
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where q is the semi-focal length of the ellipse. The 
contour surfaces of constant ~ are confocal elliptic 
cylinders, and those of constant 7] are confocal 
hyperbolic cylinders. One of the confocal elliptic 
cylinders with ~ = ~o is assumed to coincide with 
the boundary of the solid dielectric cylinder, and 
z axis concides with its longitudinal axis. We shall 
consider waves whose propagation vector is in the 
x-y plane, so that the z coordinate may be omitted 
from the discussion. A possible solution of the wave 
equation is then R(~)8(7])e-;"', where Rand 8 
satisfy the differential equations 

d2R/dr - (c - 2'/ cosh 2~)R = 0 (2) 

d28/d7]2 + (c - 2'l cos 27])8 = 0, (3) 

where c is the separation constant and ')'2 = eq2/4, 
k being the wave number. Equations (2) and (3) 
are, respectively, the modified Mathieu and Mathieu 
differential equations. 

't 
1/= CONSTANT 

S = CON~TANT 

FIG. 1. The Elliptical 
cylinder coordinates. F 1 

and F 2 are the foci of the 
ellipse. The distance be­
tween foci is the focal 
distance 2q. 

The periodic solutions of the equation in 7] are 
of two types: even about 7] = 0, and odd about 
7] = O. They are possible only for certain charac­
teristic values of c. The even and odd functions 
are, respectively, denoted by ce,,(7], ')'2) and se,,(7], ')'2), 
with the sequence in n according to increasing values 
of c. It is noted that these functions are orthogonal 
functions. The solutions of (2) corresponding to the 
even function ce,,(7], ')'2) having the same charac­
teristic values of c are Ce,,(~, ')'2) and Fey,,(~, ')'2), 
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and those corresponding to the odd function sen ( 71, -/) 

are Se,,(~, 'i) and Gey .. (~, ,,/).6 
The proper choice of these functions to represent 

the electromagnetic fields depends upon the bound­
ary conditions. For the region within the dielectric 
cylinder, all field components must be finite. All 
field components for the scattered wave must satisfy 
the Sommerfeld's radiation condition at infinity. 
Consequently, the appropriate solutions of the wave 
equation for the region inside the dielectric cylinder 
are 

{cen(~' 'Y~J cen( 71, 'Y~)}, 
lSen(~, 'Yi) se"C71, 'Y~) 

and those for the scattered wave are 

where 

{
Me2) , (2)(~, 'Y~) ce,,(71, 'Y~)} 

Ne~l), (2)(~, 'Y~) se,,(71, 'Y;) , 

(4) 

(5) 

It can be shown that the incident field of a plane 
wave with propagation vector in the x-y plane and 
at an angle 8 with the x axis is proportional to the 
factor 
eiko(% cos O+'IIsiu 8} = eikoQ'(eosh ~ COS?/ cos 8+ sinh t sin 'J sin 9) 

+ (l/s2n+2)Se2n+2(~)se2"+2(71)Se2"+2(8) 
+ (i/P2n+ I) Ce2n+ 1 (~)Ce2n+l( 71)ce2,,+1 (8) 

+ (i/S2n+I)Se2n+l(~)se2n+l(71)se2n+l(8) J. (9) 

where P2n, P2n+l, S2n+l, and S2n+2 are joining factors.6 
E wave. For an E wave, the field components of 

an incident wave are: 

E; = Eo {the right-hand side of Eq. (9)}, (10) 

H! = (l/k~p){ -iwEo aE;/aH. (11) 

Me~I),(2)(~, 'Y~) = Cen(~, 'Y~) ± iFeYn(~, 'Y~) 

Ne!I),(2)(~, 'Y~) = Sen(~' 'Y;) ± iGeYn(~, 'Y;), 

with 

(6) Hi = (l/k~p){ -iwEo aE!/a71}, (12) 

(7) where P = q (sinh2 ~ + sin2 71)1/2, Referring to (4) 
and (5), we see that the scattered field and the 
transmitted field inside the dielectric cylinder must 
be of the form 

k~ = W
2
/.'Eo and k~ = W2P.El' ~ [ 4. E: = 2Eo L.J ~ Me~!)(~)ce2i71)ce2n(8) 

where Eo and fil are, respectively, the dielectric n-O p2n 
constant of the free-space and of the elliptical + (B2n+ds2n+2)Nei~~z(~)se2"+2(fJ)se2n+Z<8) 
cylinder. 

m. SCATTERING OF A NORMALLY INCIDENT 
PLANE WAVE 

Two types of normally incident waves are possible. 
One, called an E wave, is defined by H. = 0, 
and the other, called an H wave, is defined by 
E. = 0, 

To simplify the notations for the Mathieu and 
modified Mathieu functions without any ambigui­
ties, the following abbreviations are used: 

ce,,( 71) = cen( fJ, 'Y~), 

ce~(fJ) = l'£n(fJ, 'Y~), 

Ce,,(~) = Cen(~, 'Y~), 

Ce~W = Cen(~' 'Y~) , 

sene fJ) = sene fJ, 'Y~) , 

se!(71) = se,,(71, 'YD, 

Sen(~) = Sen(~,'Y;), 
Se~(~) = Sen(~, 'Y~) , 

Me~l)·(2)(~) = Me~1)·(2)(~, 'Y~), 
Ne!1).(2)(~) = Ne~I)·(2)(~, 'Y~). 

(8) 

• We follow the notations adopted by Ince, [N. McLachlan, 
Theory and Application of Mathieu Function8 (Oxford Uni­
versity Press, New York, 1951)]. 

+ i(A2n+I/P2n+I)Mei!~1 (~)ce2n+1 (fJ)ce2n+l (0) 

+ i(B2n+l/S2n+I)Ne~!~I(~)se2n+I(71)se2"+1(8) l 

and 

H~ = (l/k~p){ -iWEo aE:/a~) , 

H; = (l/k~p){ -iWEo aE:/afJ), 

E! = 2Eo i: [C2; Ce2*...(~)ce2*...(7J)cezn(8) 
n-O P2n 

+ (D2"+2/stn+2)Setn+2(~)setn+2( fJ)se2n +2 ( 8) 

+ i( C2n+l/ptn+l)Cetn+1 (~)cetn+l (fJ)ce2n+1 (0) 

+ i(D2"+l/8t"+I)Setn+l(~)setn+l(fJ)se2n+l(0) J, 
H~ = (l/kip){ -iWEl aE!la~}, 

H: = (l/kip){ -iwEl aE!lofJ}, 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

where A z", A 2n+1 , B 2n+z, B Zn + 1, C2", C2n+1) D Z1l+2 , 

and D 2n+ l are arbitrary unknown coefficients that 
can be determined by applying the boundary con-
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d· . * * * d * . .. f t 6 ItlOns. P2n, P2n+l, S2n+2, an S2n+l are Jommg ac ors. 
The boundary conditions require the continuity 

of the tangential components of the electric and 
magnetic field at the boundary surface ~ = ~o; i.e., 

'" .L: [(g2n + A 2na2n)CC2n(7]) 
n=O 

+ (h2n+2 + B2n+2b2n+2)se2n+2(7]) 

+ i(g2n+l + A2n+la2n+l)CC2n+l(7]) 

+ i(h2n+, + B2n+lb2n+1)se2n+I(7])] 

= ~ [ C2nC2n ~ a2n,2mCC2m(7]) 

'" + D2n+2 d2n+2 .L: i32n+2,2m+~e2m+2(7]) 
m-O 

'" 
+ iC2n+IC2n+1 .L: a2n+I,2m+ICC2m+I(7]) 

m=O 

'" .L: [(g~n + A2na~n)ce2~( 7]) 
70-0 

+ D 2n+2 d~n+2 .L: i32n+2,2m+2se2m+2(7]) 
m=O 

+ iC2n+IC~n+l .L: a2n+1.2m+ICC2m+I(7]) 
m=O 

in which the relations 

'" 
CC2~(7]) = .L: a2n,2mce2m(7]), 

m=O 

'" 
sefn+2(7]) = L: i32n+2,2m+2se2m+2(7]) , 

m-O 

'" 
cefn+,(7/) = E a2n+I,2m+ICC2m+I(7/) , 

m=O 

se~n+I(7]) = E i32n+1.2m+lse2m+I(7]), 
m-O 

and the abbreviations 

(19) 

(20) 

(21) 

h; = (1/sl)Se:(~O)sel(0), 

gl = (1/PI)Cel(~0)cel(0), 

g~ = (1/PI)Ce~(~O)ccl( 0), 

al = (1/PI)Meill(~0)cczCO), 

a: = (l/PI)Me;ll' (~o)cczCO), 

bl = (1/sl)Ne?>C~0)sel( 0), 

bf = (l/sl)Ne;ll' (~O)sel( 0), 

Cl = (l/p~)Ce~(~o)cel( 0), 

cf = (l/p~)Cet'(~O)cel(O), 

dl = (1/s~)Se~(~0)sezCO), 

d: = (l/s~)Set'(~o)sezCO), 
(l = 0,1,2, ... ) 

(22) 

have been used. The primes denote differentiation 
with respect to ~o. a2 .. ,2m, a2n+l.2m+1> 13270+2,2 ... +2, and 
i32n+l,2m+l are given in the Appendix. Applying the 
orthogonality relations of the Mathieu functions 
to Eq. (19) gives the following expressions: 

'" 
g2; + A 2;a2; = .L: C2ra2r,2;C2r (23a) 

r-O 

'" .L: C2r+1a2r+1 ,2i+1 C2r +1 (23b) 
r-O 

'" 
.L: d2r +2i32r+2,2;+2 D2r +2 (23 c) 
r-O 

'" 
h2i+! + B 2;+lb2i +! = .L: d2r +1i32r+!,2;+! D2r +! (23d) 

r-O 

(j=O,1,2···). 

Similarly; from Eq. (20) one contains the follow­
ing expressions: 

'" 
gL + A2ia~i = .L: C~ra2r,2iC2r, (24a) 

7-0 

gL+! + A2;+la~i+! = .L: C~r+!a2r+!,2i+!C27+1 (24b) 
r-O 

'" 
hL+l + B2j+lb~;+1 = E d~r+l{32r+1.2i+! D2r +! (24d) 

7-0 

(j = 0, 1,2 ... ). 

Solving these equations for the arbitrary constants 
C2r> C2r+!, D2r +! and D2r+2, one obtains in matrix 
notations, 

(25a) 
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C2r+l = R;:+l.2i+lG2i+l, 

D2r+1 = Q;'\1.2i+lH2i+l, 

D2r+2 = Q;r\2.2i+2H2i+2, 

where R;rl.2i is the inverse of the matrix 

R2j .2r = (C2r - C~ra2j/a~i)a2r.2i; 

R;r\1.2i+l is the inverse of the matrix 

Q;r\1,2i+l is the inverse of the matrix 

Q;r\2.2i+2 is the inverse of the matrix 

(25b) 

(25c) 

(25d) 

G2i = g2i - g~i a2i/a~i is a column matrix; G2i +l = 
g2i+l - g~i+l a2i+da~i+l is a column matrix; H 2i +1 = 
h 2i +1 - h~i+l b2i+l/b~i+l is a column matrix; and 

is a column matrix. The other arbitrary constants 
can be easily obtained from Eq. (23) or (24); they are 

A2i = ~ [-g2i + t C2rCX2r.2iC2r] , (25e) 
a2 i r~O 

A 2i+1 = a2~+1 [ - g2i+l + ~ C2r+lcx2r+1.2i+lC2r+lJ, 

(25f) 

(25g) 

B2i+2 = -b 1 [-h2i+2 + £. d2r+2(32T+2.2i+2 D2r+2J. 
2i+2 r-O 

(25h) 

H wave. The expressions for the field components 
of an incident H wave are: 

H! = Ho {the right-hand side of Eq. (9)}, (26) 

E! = (l/k~p){ -iwJL ilH!/il~}, (27) 

E~ = (l/k~p){iwJL ilH!/il1J}. (28) 

The scattered field and the transmitted field inside 
the dielectric cylinder are of the form 

H: = 2Ho f [U2n Me~~)Wce2n(rj)ce2n(0) 
n~O p2n 

+ (V2n+2/S2n+2)Ne~!~2(~)se2n+2( 1J)se2n+2( 0) 

+ i( U2n+l/P2n+l)Me~!~1 (~)ce2n+l(1J)ce2n+l (0) 

+ i(V2n+l/S2n+l)Ne~!~1(~)se2n+l(1J)se2n+l(0) J, (29) 

and, 

E: = (l/k~p){ -iwJL aH:/il~}, 

E; = (l/k~p) {iwJL aH:/il1J}, 

H! = 2Ho f [W~n Ce2":.(~)ce2":.(1J)ce2n(0) 
n~O p2n 

+ (X2n+ 2/stn+ 2) Se:n+2(~)se:n+i1J)Se2n+2( 0) 

+ i(W2n+ l/P:n +l)Cetn + 1 (~)ce:n+l (1J)ce2n+l( 0) 

+ i(X2n+l/S:n+l)Se:n+l(~)Se:n+l(1J)Se2n+l(O) J. 
E~ = (l/k~p){ -iwJL ilH!/il~}, 

E; = (l/k~p){iwJL ilH!/il1J}. 

(30) 

(31) 

(32) 

(33) 

(34) 

The unknown coefficients U2n, U2n+l, V 2 .. +2 , V 2 .. +l, 
W 2n, W 2M1 , X 2n+2, and X 2n+l are to be determined 
by applying the boundary conditions that the 
tangential components of the magnetic and electric 
fields are continuous at the boundary surface ~ = ~o. 
Applying the similar procedures as described for 
the E wave, one obtains the following expressions 
for the arbitrary constants (in matrix notations): 

W 2T = P;rl.2iL2i' (35a) 

W 2r+1 = P;T\1.2i+lL 2i+l, (35b) 

X 2T +l S;r1
+1,2i+lM2i+l, (35c) 

X 2r +2 = S;r\2.2i+2M 2i+2, (35d) 

U2i = ~ [-g2i + t C2TCX2T.2i W2r], (35e) 
a2i r-O 

(35f) 

(35g) 

V2i+2 = -b 1 [-h2i+2 + t d2r +2(32r+2.2i+2X 2r+2] , 
2i+2 r-O 

(35h) 

where p;Tl.2i is the inverse of the matrix 

P;r\1.2i+l is the inverse of the matrix 

P ( , a2i+! EO) 
2i+l.2r+l = C2r+l - C2r+l -,- - a2r+l,2j+l 

a2 i+l El 
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S;/+1.2i+1 is the inverse of the matrix 

S (d d' b2i+1 EO)f3 
2;+1,2,.+1 = 2r+l - 2r+l -b' - 2,,+1.2;+1; 

2i+l El 

S;r\2.2;+2 is the inverse of the matrix 

S - (d d' b2r
+

2 ~)f3 . 2;+2,2,.+2 - 2,,+2 - 2r+2 b' 2,.+2.2;+2, 
2r+2 El 

L 2; = g2i - g~; a2;/a~; is a column matrix; L2;+1 
g2;+1 - g~;+l a2;+l!a~;+1 is a column matrix; M2i+l = 
h2;+1 - h~;+l b2;+db~i+l is a column matrix; and 
M 2i+2 = h2i+2 - h~i+2 b2i+db~;+2 is a column matrix. 

At large distance from the dielectric cylinder, the 
confocal ellipses are now sensibly concentric circles, 
and it is permissible to use the following asymptotic 
expressions for the radial Mathieu functions when 
kor » 1 and kor » M, where M is the order of 
the Mathieu function and ik~q2 cosh2 ~ ~ ik~r2: 

Mei~)W '" -iP2n(2/1rkor)1I2e[i(k·r+T/4») , (36) 

Me~!~I(~) '" -P2n+l(2/7rkor)1/2e[i(kor+T/4») , (37) 

Ne~!~l(~) '" -S2n+l(2//I·kor)1/2e[i(k.r+T/4») , (38) 

Nei!~2(~) '" -iS2n+2(2/7rkor/12e[i(k·r+r/4»). (39) 

Using the above equations, one obtains the expres­
sions for the far-zone scattered field: 

'" 
X L [A2ncezn(1/)ceznC8) 

n-O 

+ B 2n+zSe2n+2(1/)se2n+2(8) 

+ A2n+lce2n+l(1/)cezn+l(8) 

+ B 2n+1se2n+l(1/)se2n+l(8)], (40) 

E;(H wa ve) ~ 2Ho[ (_i)(~r2JC~)1/2ei(kor+T/') 
'" 

X L [Uznce2n(1/)ce2n(8) 
n-O 

+ V2n+2se2n+2( 1/)se2n+2( 8) 

+ U2n+lce2n+l(1/)ce2n+l(8) 

+ V2n+lSeZn+l(1/)se2n+l(8)]. (41) 

The ribbon corresponds to the limiting case of a 
cylinder of very small thickness, ~o ~ O. 

As an ellipse degenerates to a circle its semifocal 
length q tends to zero while ~o approaches infinity 
such that the product q cosh ~o or q sinh ~o or !qet' 
tends to a constant ro, which is the radius of the 
degenerated circle. Using the degenerated forms of 
Mathieu and modified Mathieu functions,6 the 
arbitrary constants for the E wave become 

c. = D _ H;l) '(koro)J.(koro) - J~(koro)ml)(koro) 
• - H!1)'(koro)J.(k1rO) - (EdEo)1/2J:(klrO)H!1)(koro) , 

(42a) 

A - B _ (El/Eo)1/2J.(koro)J~(klrO) - J~(koro)J.(klrO) 
• - • - H;l)'(koro)J,(k1ro) - (El/Eo)1/2J:(k1ro)H;1)(koro) , (42b) 

These are well-known expressions for the circular 
dielectric cylinder. This completes the derivation 
of the fundamental formulae involved in the dif­
fraction of waves by an elliptical dielectric cylinder. 

IV. CONCLUSION 

The exact solution of the problem of the dif­
fraction of waves by an elliptical dielectric cylinder, 
or by a dielectric ribbon is obtained. It is interesting 
to note that unlike the case for a circular dielectric 
cylinder, or the case for a perfectly conducting 

(43a) 

(43b) 

elliptical cylinder, each expansion coefficient of the 
scattered or transmitted wave for the dielectric 
elliptical cylinder is coupled to all coefficients of the 
series expansion for the incident wave. This charac­
teristic is also found in the problem of surface wave 
propagation along an elliptical dielectric cylinder.7 
To qualitatively illustrate how the solutions be­
have, the radiation patterns of the scattered fields 
for the two polarizations of the incident wave are 

7 C. Yeh, Ph.D. Thesis, California Institute of Technology, 
Pasadena, California, 1962; J. Appl. Phys. 33, 3235 (1962). 
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FIG. 2. Polar diagrams for waves ( , H~' I ) scattered by a 
dielectric ribbon with k02q2 = 10. The incident electric vector 
is polarized in the axial direction. (Arrows indicate the direc­
tion of incident waves.) 

FIG. 3. Polar diagrams for waves ( I H~' I ) scattered by a 
dielectric ribbon with k 02 q2 = 1.0. The incident electric 
vector is polarized in the axial direction. (Arrows indicate 
the direction of incident waves.) 

assumed that Ell Eo = 2.0. Results are shown in 
Figs. 2 through 5. Numerical investigation shows 
that the infinite series representing these expansion 
coefficients for the scattered or transmitted wave 
converge quite rapidly for small values of 1'1 = 

k,qI2; only the first few terms of the infinite series 
are needed as long as 1'1 is less than 4. The rate of 
convergence can best be illustrated by the example 
in Table I, where A 2", A 2n + l , B2n+2 , and B2n + 1 are 

computed. Numerical computations are carried out 
using the available tables on the expansion coeffi­
cients of Mathieu functions,S and using the high­
speed IBM 7090 computer. Two cases of koq are 
considered: one with koq = 1, and the other with 
koq = (10)1/2. Various values of ~o are used. It is 

TABLE I. The rate of convergence for ~o = 0.2, koq = (10)112, and 8 = 90°. 

A 2n 

n m = 5 m = 6 
0 -0.215 X 10 -0.218 X 10 

-0.280 X lOi -0.286 X lOi 
I -0,346 X 10 -0,354 X 10 

+0,583i +0,594i 
2 -0.503 -0.516 

+0.693i +0.711i 
3 -0.417 X 10-2 - 0.433 X 10-2 

+0,547 X lO-li +0,572 X lO-li 
4 -0.109 X 10-' -0.122 X IQ-4 

+0.260 X 1O-2i +0.303 X 10-2i 
5 -0.174 X 10-7 

+0.116 X 10-2i 
6 

B2n+2 

n m = 5 m = 6 

0 -0.368 X 10-2 - 0.368 X 10-2 

+0,695 X Io-li +0.695 X Io-li 
I -0.736 X 10-' -0.736 X IQ-4 

+0,859 X 1O-2i +0.859 X 10-2i 
2 - 0.461 X 10-0 -0.462 X 10-0 

+0.640 X Io-Iii +0.641 X Io-Iii 
3 -0.105 X 10-8 -0.106 X 10-8 

+0,301 X lQ-4i +0,304 X lQ-4i 
4 -0.120 X 10-11 -0.126 X 10-11 

+0,988 X Io-Iii +0.105 X Io-Iii 
5 -0.763 X 10-15 

+0.255 X 10-7i 
6 

m = 7 
-0.218 X 10 
-0.287 X lOi 
-0.355 X 10 
+0.595i 
-0.518 
+0.713i 
-0.435 X 10-2 

-0.575 X 1O-li 
-0.124 X IQ-4 
+0.310 X 10-2i 
-0.189 X 10-7 
+0.128 X 1O-2i 
-0.168 X 10-10 

+0.377 X 1O-5i 

m = 7 

-0.368 X 10-2 

+0.695 X Io-li 
-0.736 X IQ-4 
+0.859 X 10-2i 
-0.462 X 10-0 

+0.641 X Io-Iii 
-0.106 X 10-8 

+0.304 X lo-<i 
-0.127 X 10-11 

+0.106 X Io-Iii 
-0.797 X 10-15 

+0.268 X 10-7i 
-0.299 X Io-IS 
+0.506 X 1O-9i 

m = 5 
-0.477 X 10 
-0.479 X lOi 
-0.176 X 10 
+0.55Ii 
-0.142 X 10-1 

+0.896 X Io-li 
-0.313 X 10-' 
+0.399 X 10-2i 
- 0.723 X 10-7 
+0.160 X 1O-1ii 

m = 5 

-0.144 X 10-1 

+0.127i 
-0.179 X 10-2 
+0.445 X lO-li 
- 0.489 X 10-4 

+0.691 X 1O-2i 
- 0.279 X 10-0 

+0.499 X 10-3i 
-0.669 X 10-9 

+0.229 X Io-'i 

A 2n+1 
m = 6 

-0.482 X 10 
-0.484 X lOi 
-0.178 X 10 
+0.556i 
-0.143 X 10-1 

+0.903 X lO-li 
-0.319 X lQ-4 
+0.411 X 1O-2i 
-0.761 X 10-7 
+0.179 X 1O-1ii 
-0.144 X 10-10 

+0.523 X Io-Iii 

-0.144 X 10-1 

+0.127i 
-0.180 X 10-2 

+0.446 X Io-li 
- 0.490 X 10-4 
+0.693 X 1O-2i 
- 0.282 X 10-0 

+0.500 X 1O-3i 
-0.717 X 10-9 

+0.249 X IQ-4i 
-0.693 X 10-12 

+0.763 X Io-Oi 

m = 7 
-0.482 X 10 
-0.485 X lOi 
-0.178 X 10 
+0.557i 
-0.143 X 10-1 

+0.905 X 100li 
-0.319 X 10-4 

+0.412 X Io-Ii 
-0.766 X 10-7 
+0.181 X 10-1ii 
-0.165 X 10-10 

+0.564 X Io-Iii 
-0.216 X 10-13 

+0.129 X 1O-1ii 

m = 7 

-0.144 X 10-1 

+0.127i 
-0.180 X 10-2 

+0.446 X Io-li 
-0.490 X IQ-4 
+0.693 X 10-2i 
- 0.282 X 10-0 

+0.501 X 10-3i 
-0.722 X 10-9 

+0.251 X Io-'i 
-0.731 X 10-'2 

+0,811 X Io-Iii 
-0.450 X 10-" 
+0.194 X 10-7i 

8 National Bureau of Standards, Tables Relating to Mathieu Functions (Columbia University Press, New York, 1951). 



                                                                                                                                    

DIFFRACTION OF WAVES BY A PENETRABLE RIBBON 71 

the expansions coefficients for the scattered field H: 
[see Eq. (40)]. m X m is the size of the matrix 
used. It is observed that the infinite series converge 
faster for smaller values of koq and ~o. For example, 
when koq = 1.0, ~o = 0.2, only three terms of the 
infinite series (i.e., m = 3) are required. 

-·£:-0.1 
-------£:02 
---£:-05 

FIG. 4. Polar diagrams for waves ( I E, I ) scattered by a 
dielectric ribbon with k 0

2 q2 = 10. The' incident magnetic 
vector is polarized in the axial direction. (Arrows indicate 
the direction of incident waves.) 

~., . 

/ 

1/ 
~:-=--

-0' 

-[.-01 
------[.-0.2 
---[.-os 

FIG_ 5_ Polar diagrams for waves ( I E q ' I ) scattered by a 
dielectric ribbon with k o• q2 = 1.0. The incident magnetic 
vector is polarized in the axial direction. (Arrows indicate 
the direction of incident waves.) 

It is interesting to note that the solutions with 
a slight modification are applicable to the problem 
of the diffraction of waves from a plasma ribbon, 
and that the method used in analyzing this problem 
are applicable to problems involving dielectric 
coated elliptical cylindrical radiators. Corresponding 
acoustical problems may also be analyzed in a 
similar manner. 
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APPENDIX 
FORMULAS FOR ~n,2m, ~+1,2m+l, fh,,+2,2rn+2, 

AND (}2n+l,2m+1 

It can readily be shown, from the theory of 
Mathieu functions that 

02n+l.2m+l 

f32n+2.2m+2 

fJ2n+l,2m+l 

where 

A (2n) 
2r , 

A *(2,,) 
2, , 

'" 2At(2n) Aci2m ) + L [At,(2n) A~;m)] 
.-1 

'" 
2[Aci2m

)]2 + L [A~;m)y 

A (2n+ 1l 
21'+1 , 

B(2n+2) 
21'+2 , 

r~l 

00 

"" [A*(2n+l) A (2m+1)J £..J 2r+l 27'+1 
r=O 

00 

"" [B* (2n+2) B(2m+2l] .L...J 21'+2 21'+2 
1'=0 

'" 
"" [B(2m+2)]2 L.J 21'+2 
,-0 

'" 
"" [B*(2n+1)B(2m+ll] £...J 21'+1 21'+1 
.-0 

"" [B(2m+l)]2 LJ 21'+1 
.-0 

A *(2n+l) 
21'+1 , 

B
*(2n+2) 
21'+2 , B (2n+ 1l 

21'+1 , 

and B~r(!~+ll are, respectively, the expansion coeffi­
cients for 

and se~n+l(1'/) (see reference 6). 
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This report is a translation from the Russian of a survey article by L. D. Faddeyev, which ap­
peared in Uspekhi Matem. Nauk., 14, 57 (1959). Our own interest in this article lies in its relevance 
to the inverse scattering problem-that is, the problem of determining information about a medium 
from which an electromagnetic wave is reflected, given a knowledge of the reflection coefficient. 
Similar questions concerning scattering phenomena in other branches of physics, e.g., in quantum 
mechanics, can be investigated by means of the same theory. We have therefore thought it worth­
while to reproduce and distribute the translation. A good indication of the contents is given in the 
Introduction. 

INTRODUCTION 

T HIS paper is devoted to a survey of the follow­
ing fundamental problem arising in the quantum 

theory of scattering: The solution of 

LIjI = -(d2jdx2)tf;(x, k) + q(x)ljI(x, k) = k21j1(X, k), 
(0.1) 

satisfying the condition 

1jI(0, k) = 0, (0.2) 

behaves asymptotically like 

ljI(x, k) ~ C(k) sin [kx - 'I](k)], (0.3) 

provided the potential q(x) decreases sufficiently fast 
as x tends to infinity; to what extent does the assign­
ment of 'I](k) determine q(x) and how are these functions 
related. This problem is one of the general questions 
concerning the relationship between the S matrix 
and the energy operator in scattering theory. The 
operator L, defined by Eq. (0.1) and condition (0.2), 
is the simplest example of the energy operator 
occurring in scattering theory, and the function 
S(k) = e-2i~(k) the simplest example of the S 
matrix or scattering operator. 

First introduced by Wheeler, the S matrix has 
since been frequently used in scattering theory, 
particularly following the publication of Heisen­
berg's papers.1 In these articles, the following time­
independent definition of the S matrix was given. 
A wavefunction, describing the steady state of a 
system (for simplicity, we restrict ourselves to a 
system of two particles), has an asymptotic repre­
sentation in the space variables 

* The research in this paper was supported by the U. S. 
Air Force Cambridge Research Laboratories under Contract 
No. AF 19(604)3495. 

I W. Heisenberg, Z. Physik 120, 513-538, 673-702 (1943). 

'li / .... '" ~ 'lil + 'li2 , (0.4) 

where r is the distance between particles. qr land 'li 2 

are, respectivelYJ outgoing and incoming waves, so 
that qrl contains the factor e,k. and qr2 is proportional 
to e-

ik
., k being the wavenumber characterizing 

the energy of the state 'li. The quantity relating 
the amplitudes of these two functions is called the 
S matrix. In our illustration, 

tf;(x, k) ~ [C(k)j2,t][eikx-i~(k) - e-ikz+i~(k)], (0.5) 

i.e., the first term corresponds to an outgoing wave, 
the second to an incoming wave, and their amplitudes 
are related by the factor 

S(k) = e-2i~(k), (0.6) 

the S matrix for our example. 
Heisenberg's theory of the S matrix was further 

developed in two papers by M!2Iller,2 who gave a 
time-dependent definition of the S matrix that is 
physically more justified. Since then, this time­
dependent formulation of the scattering problem 
has received a great deal of attention (see the 
Appendix) and can be stated in the following way: 
The energy operator of a system consists of two 
terms 

L = Lo + V, (0.7) 

where Lo corresponds to the energy of the free 
particles and V to their interaction energy. Long 
before collision, i.e., for negatively infinite time, the 
state of the noninteracting particles is described by 
a vector !L(t)3 whose dependence on time is de­
termined by the operator Lo: 

2 C. Mf)ller, Kg!. Danske Videnskab Selskab, Mat.-fys. 
Medd. 23, No.1 (1945). 22, No. 19 (1946). 

3 In conformity with established terminology, a state 
vector will be understood to be an element of Hilbert space 
in which all operators act. 
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(0.8) 

fL being a constant vector characterizing the initial 
state of the system. For finite time, the state net) 
is a solution of the Schrodinger equation 

i an(t)/at = Ln(t) = (Lo + V) n(t) , (0.9) 

and is required to take on the initial state n_(t) 
in the sense 

lim !lnCt) - n_(t)!I = O. (0.10) 
'_-CD 

Over a long interval of time after collision, the 
motion of the particles again becomes free, so that 
asymptotically, 

is the question of clarifying the relationship be­
tween these two characterizations of a system. In 
particular, in what sense should one define the 
Hamiltonian on the basis of the S matrix when both 
of these notions are used in a theory. In addition 
to its theoretical aspect, the inverse problem, i.e., 
the reconstruction of the energy operator from its 
S matrix, could be of great practical value in the 
interpretation of experimental scattering data and 
in the determination of various properties of the 
particles which are not directly measurable. 

The simplest example in scattering theory is the 
radial equation for the scattering by a fixed, spher­
ically symmetric center: 

(t-?ro), (0.11) -(d2/dx 2)1/I(x, k) = [l(l + 1)/x2 + q(x)] 

where n+(t) = e-iLo1n+. The manner in which the 
asymptotic state vector changes, determines the 
nature of the scattering process. The operator S 
that relates the asymptotic vectors n+ and n_ accord­
ing to the formula 

(0.12) 

is called the scattering operator or S matrix. 
In Sec. 3, it will be shown that this formulation 

holds for the example in question, the S matrix 
being given by the function S(k) = e-2i~ (k) occurring 
in the time-independent definition. This fact typifies 
a general aspect of the stationary and non stationary 
formulations of the S matrix in case both definitions 
are valid. 

Heisenberg came to consider the S matrix as a 
means of overcoming the difficulties encountered 
in modern relativistic theory of elementary particles. 
He felt it was necessary to introduce a new funda­
mental constant having dimension length. There­
fore, he analyzed the current theory and rejected as 
unobservable those notions which contradict the 
idea of a fundamental length. Only those experi­
mentally observable quantities would be put in a 
future theory. In this sense, the S matrix satisfies 
the requirements of Heisenberg. It describes the 
wave function at large distances and is thus not 
contrary to the hypothesis of a fundamental length. 
Moreover, the scattering cross section, which can 
be measured directly is expressible in terms of the 
elements of the S matrix. Heisenberg also con­
jectured that the discrete energy levels corre­
sponding to bound states of the particles should 
be determined by the analytic continuation of the 
S matrix into the complex energy plane. 

Connected with Heisenberg's supposition that the 
S matrix is more fundamental than the Hamiltonian 

x 1/I(x, k) = k2 1/1(x, k), (0.13) 

which, for l = 0, reduces to the case already men­
tioned. The first attempts at solving the inverse prob­
lem were undertaken by Frj1Sdberg' and Hylleraas.5 

They worked out a formal procedure using a series 
whose convergence is highly plausible. However, 
Bargmann6 constructed explicit examples in which 
different potentials give rise to the same S (k) and 
to the same discrete energy levels. This showed 
that a potential cannot be reconstructed uniquely 
from prescribed energy levels and scattering func­
tion S(k). Levinson7 showed that this lack of unique­
ness is related to the existence of a discrete spectrum. 
To wit, he proved that the reconstructed potential 
is unique when there is no discrete spectrum. The 
precise mathematical reason for this was given by 
Marchenk0 8 who showed that the S function9 de­
termines the continuous portion of the so-called 
spectral function of equation (0.1). To find the 
spectral function when there is a discrete spectrum, 
one must not only prescribe the location of the 
eigenvalues, but also the values of the derivatives 
of the corresponding normalized eigenfunctions, for 
example, at x = O. Marchenko10 also showed that 
the spectral function uniquely determines a po­
tential. Thus, Marchenko related the problem in 
question to the inverse Sturm-Liouville problem 
which already had been treated in the mathematical 

4 C. E. Fr¢dberg, Phys. Rev. 72, 519 (1947). 
6 E. A. Hylleraas, Phys. Rev. 74, 48 (1948). 
6 V. Bargmann, Phys. Rev. 75, 301 (1949). 
7 N. Levinson, Kgl. Danske Videnskab. Selskab, Mat.-fys. 

Medd. 25, No.9 (1949). 
8 V. A. Marchenko, Trudy Moskov. matem. o-va 1, 

327-420 (1952). 
9 We shall call the scattering operator in our example the 

S function. 
10 V. A. Marchenko, Doklady Akad. Nauk S. S. S. R. 72 

457 (1950). ' 
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literature. An analogous result was obtained at 
approximately the same time by Borg.ll By develop­
ing Levinson's method, Jost and Kohn12 .13 inde­
pendently came to the same conclusion concerning 
the reason for this lack of uniqueness. They gave 
an explicit formula for a family of potentials which 
[besides q(x)] yield the same S function and the 
same discrete energy levels. An analogous formula 
was obtained by Holmberg.14 

A procedure for explicitly constructing a potential 
without the singularity l(l + 1)/x2 from its spectral 
function was formulated by Gel'fand and Levitan.15 

They reduced the problem to a linear integral equa­
tion and gave sufficient conditions in terms of the 
spectral function assuring that it be the spectral 
function of some equation with a potential from a 
given class. The results of Gel'fand and Levitan 
on the inverse Sturm-Liouville problem were im­
mediately applied to the inverse scattering problem 
by Jost and Kohn16 and by Levinson.17 In reference 
16, a formula was given for a family of equivalent 
potentials each having the same S function and 
discrete energy levels. More precise conditions (both 
necessary and sufficient) on the spectral function 
were obtained by Krein.1s His paper completed 
the general problem of reconstructing Eq. (0.1) 
from its spectral function. However, since the passage 
from the S function to the spectral function is not 
entirely trivial, there still remained unanswered 
the question of characterizing the class of possible 
S functions corresponding to the potentials from a 
given class. This problem was solved by Krein19 

and Marchenko,20 who showed that it is convenient 
to formulate conditions in terms of the Fourier 
transform of the function S(k) - 1. Marchenko 
showed that the potential q(x) possesses the same 
properties for x tending to zero and infinity as does 
the derivative of this Fourier transform. Definitive 
inequalities obtained by Marchenko permitted him 
to formulate necessary and sufficient conditions on 

11 G. Borg, "Uniqueness theorems in the spectral theory 
of y" + (>. - q(x» y = 0," Eleventh Congress of Scan­
danavian Mathematics, held at Trondheim, August 22-25, 
1949, pp. 276-287. 

1. R. Jost and W. Kohn, Phys. Rev. 87, 979 (1952). 
13 R. Jost and W. Kohn, Phys. Rev. 88, 382 (1952). 
14 B. Holmberg, Nuovo cimento 9, 597 (1952). 
16 I. M. Gel'fand and B. M. Levitan, Izvest. Akad N auk 

S. S. S. R. Ser. matem. 15, 309-360 (1951). 
16 R. Jost and W. Kohn, KgI Danske Videnskab. Selskab, 

Mat.-fys. Medd. 27, No.9 (1953). 
17 N. Levinson, Phys. Rev. 89, 755-757 (1953). 
18 M. G. Krein, Doklady Akad. Nauk S. S. S. R. 88, 

405 (1953). 
IU M. G. Krein, Doklady Akad. Nauk S.S.S.R. 105, 433 

(1955). 
20 V. A. Marchenko, Doklady Akad. N auk S.S.S.R. 104, 

433 (1955). 

the S function, assuring that a potential from a 
given class would correspond to it. 

After the basic papers of Gel'fand and Levitan, and 
Krein, and Marchenko, a great deal of work was de­
voted to extending their results to an equation con­
taining the singular term l(l + l)/x\ an equation 
over the interval - ro < X < ro, a system of equa­
tions, and the relativistic equations. A brief survey 
is given in the Appendix. 

It is interesting to note that the inverse problem 
has been studied in the U.S.S.R. almost exclusively 
by mathematicians and elsewhere almost exclusively 
by physicists, who merely use the method of Gel'­
fand-Levitan as interpreted by Levinson, and by 
Jost and Kohn. An explanation of the general 
features of this method which permit its application 
to the solution of various problems, was undertaken 
in a series of papers by Kay and Moses.21

-
24 These 

authors use the general concept of transformation 
operator developed by Friedrichs.25 .26 

Recently, work has been devoted to applying the 
results of the inverse problem in the interpretation 
of experimental scattering data.27- 29 

Thus, the inverse scattering problem for the 
simplest case of the radial equation has been solved 
in about a decade, and a large amount of literature 
is devoted to it. In this survey, we shall attempt to 
give the results of most of these papers and also in 
their most general form. This will make clearer 
the ways in which the basic results can be carried 
over to other problems. In this, an essential part 
will be played by the general approach to trans­
formation operators developed by Friedrichs and 
applied to the inverse problem by Kay and Moses. 

All of the basic results on the inverse scattering 
problem could be obtained by the use of one of the 
the methods of Gel'fand-Levitan, Marchenko, or 
Krein. Our presentation will not stick to any 
particular one of these approaches, but rather, at 
different points, will make use of different methods. 
We shall attempt to establish their connection con­
sidering that each of them explains different aspects 
of the mathematical structure of the whole problem. 

Because of the large material content, not every 

21 I. Kay and H. E. Moses, Nuovo cimento 2, 917 (1955). 
22 I. Kay and H. E. Moses, Nuovo cimento 3, 67 (1956). 
23 I. Kay and H. E. Moses, Nuovo cimento 3, 277 (1956). 
24 I. Kay and H. E. Moses, Nuovo cimento Supp!. 5, 

230 (1957). 
26 K. O. Friedrichs, Math. Ann. 115, 249 (1938). 
'6 K. O. Friedrichs, Communs. Pure and App!. Math. 1, 

361 (1948). 
27 R. G. Newton, Phys. Rev. 105, 763 (1957). 
28 R. G. Newton, Phys. Rev. 107, 1025 (1957). 
29 T. Fulton and R. G. Newton, Phys. Rev. 107, 1102 

(1957). 
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proof will be carried out in a completely rigorous 
fashion. Many of our considerations will be of a 
heuristic nature whenever the justification of de­
tails requires greater means than in other more 
standard proofs. We shall nevertheless use these 
heuristic proofs to avoid obscuring the conceptual 
side of the work with lengthy mathematical discus­
sions. We are confident that the physicist will find 
our reasoning completely convincing and that the 
mathematician will be able to reconstruct the 
deficient proofs so as to make them completely 
rigorous. On the other hand, we have tried to state 
theorems in their most precise form. 

Let us give a brief outline of the basic ideas and 
plan of the survey. The first 13 sections are devoted 
to the solution of the inverse-scattering problem 
for the operator L defined by Eq. (0.13) for l = 0 
and the condition 1/;(0) = o. We consider L to be 
a perturbation of the operator Lo defined by the 
differential expression Lol/; = -d2y,,(x)/dx2 and the 
same condition y,,(0) = O. According to Friedrichs, 
a transformation operator U is defined as the 
solution of the operator equation 

LU = ULo, (0.14) 

so that any transformation operator which has an 
inverse generates a similarity transformation of the 
the perturbed operator into the unperturbed: 

U-1LU = Lo. (0.15) 

The transformation operator U replaces the eigen­
functions of the continuous spectrum of L in all 
considerations. Roughly speaking, its kernel is ob­
tained by expanding the eigenfunctions of the con­
tinuous spectrum of L in terms of the eigenfunctions 
of Lo• 

In Secs. 4 and 5, it is shown that such transforma­
tion operators exist for our example and that the 
completeness theorem for the eigenfunctions of L, 
proved in Sec. 2, can be written in terms of a trans­
formation operator in the form 

UWU* = 1, (0.16) 

(for simplicity, we have restricted ourselves here to 
the case where L has no discrete spectrum; in the 
text, this restriction is not imposed). Here, W is 
a positive-definite self-adjoint operator commuting 
with Lo. W determines the "normalization" of the 
corresponding operator U. 

A characteristic feature of our example is that 
among the transformation operators there exist 
Volterra operators of the form30 

30 The subscript Bused t.hroughout and which trans­
literates into English as V stands, of course, for Volterra. 

UBf(x) = (1 + K)f(x) = f(x) + { K(x, y)f(y) dy. 

(0.17) 

The operator W corresponding to U B is constructed 
using 

W(k) = l/[M(k)M( -k)], (0.18) 

where M(k) is a certain function introduced in 
Sec. 1. One might call M(Al/2) the determinant of 
the operator L - AI. In fact, in Sec. 2 it is shown 
that this function appears in the denominator of 
the resolvent kernel of L and determines its sin­
gularities. These consist of a branch cut correspond­
ing to the continuous spectrum and poles at the 
points of the discrete spectrum. 

In Sec. 3, it is shown that the time-dependent 
formulation of the scattering problem is valid for 
our example provided that Lo is taken to be the 
energy operator of the free particles and the cor­
responding scattering operator is defined by 

S(k) = M(-k)/M(k). (0.19) 

In Sec. 6, it is shown how to establish the relation­
ship between W(k) and S(k) with the help of (0.18) 
and (0.19). 

In Sec. 8, on the basis of the triangularity of 
the kernel K(x, y), a linear integral equation is 
obtained from (0.16) connecting the kernels of the 
operators Wand K. In Sec. 9, this equation is 
studied and the inverse problem is solved for the 
case in which L has no discrete spectrum. Supple­
mentary facts necessary for a treatment of the 
general case are cited in Sec. 12. 

The approach described corresponds to the 
Gel'fand-Levitan method. Another procedure, re­
lated to Marchenko's method, is based on the 
application of the operator VB = 1 + A introduced 
in Secs. 4 and 7: 

V Bf(x) = f(x) + L'" A(x, y)f(y) dy. (0.20) 

This operator is not a transformation operator in 
the general sense. However, its relation to the trans­
formation operator UB = UBW = (U~)-l is estab­
lished in Sec. 7. This relation and (0.16) are then 
used to show that VB satisfies the identity 

VB(1 - F)V~ = I, (0.21) 

where the operator F can be constructed directly 
in terms of the function S(k). By means of (0.21), 
a linear integral equation is deduced which relates 
the kernel A(x, y) to the function S(k), thus per-
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mitting one to solve the inverse problem. This 
integral equation is used in Sec. 10 to investigate 
the connection between S(k) and q(x). Several 
aspects of Krein's method are illustrated in Sec. 11. 
In Sec. 13, the construction of an operator L from 
a known operator L1 , when the S function of L 
differs from that of L1 by a rational factor, is con­
sidered. This is important in applications. In Secs. 
14 and 15, the results deduced are extended to the 
radial equation (0.13) where l > o. 

In order not to interrupt the presentation, we 
shall not mention original papers in the text. The 
literature is cited in a special Appendix. A number 
of comments are made there and a brief review is 

holds. Moreover, r,o(x, s) is an even functian of s for 
reals. 

Lemma 1.2. For each x ~ 0, f(x, s) is analytic in 
s'in the half-plane T > 0 and continuous down to 
the real axis. Moreover, the inequality 

T;:::O (1.8) 

holds. 

Lemma 1.3. f(x, s) satisfies the following inequalities: 

If(x, s) - e"zl ~ K e~Tlz J.'" Iq(t) I dt, T ~ 0, 

(1.9) 
given of work done on the inverse scattering problem 
that has not been included in the text. If(x, s) - eiul ~ Ke- TX {O t Iq(t) I dt, T ~ 0, 

1. THE SOLUTIONS ",(x, s), f(x, s) AND THEIR RELA­
TIONSHIP; EXISTENCE AND INEQUALITms. 
THE FUNCTION M(s) AND ITS PROPERTms 

In this section, some basic properties of solutions 
of the equation 

-y" + q(x)y = iy, s = u + iT (1.1) 

are assembled which will be utilized in the subse­
quent presentation. In all lemmas, it is assumed 
without further mention that q(x) is a locally sum­
mabIe function and satisfies the condition 

10'" x Iq(x) I dx = C < 00. (1.2) 

(1.10) 

If'(x, s) - iseiul ~ Ke- TZ J.'" Iq(t) I dt, T ~ 0. 

(1.11) 

The estimate (1.9) is suitable for lsi --+ 00 and 
may be applied when x ¢ o. The estimates (1.10) 
and (1.11) are suitable for x --+ 00. In addition, 
(1.11) implies that 

lim xf'(x, s) = O. (1.12) 
z-o 

In fact, as x --+ 0, 
CD :e1/'I 

The solutions r,o(x, s) and f(x, s) ,are determined x ~ Iq(t) I dt ~ ~ t Iq(t) I dt 
by the conditions: J. J. 

r,o(x, s): r,o(O, s) = 0, r,o'(O, s) = 1, 

f(x, s): lim e-i"f(x, s) = 1. 

(1.3) 

(1.4) 

Equation (1.1) and the conditions (1.3) and (1.4) 
are equivalent to the following integral equations: 

r,o(x, s) = sin sx + 1z 

sin s(x - t) q(t)r,o(t, s) dt, (1.5) 
s 0 s 

f(x, s) = e'U + 1'" sin s(t - x) q(t)f(t, s) dt, (1.6) 
Z s 

which can be obtained by the method of variation 
of parameters. With the help of these equations the 
following lemmas are proven: 

Lemma 1.1. For each x ~ 0, cp(x, s) is an entire 
function of s for which the estimate31 

Icp(x, s)1 ~ Kxe ITlz/(l + lsi x) (1.7) 

81 Absolute constants depending only on C (which may 
be different) will be denoted by K. 

+ X1l2 J.~/' t Iq(t) I dt --+ 0. 

Lemma 1.4. For any x, the function f(x, s) is 
continuously differentiable with respect to s down to 
the line T = 0 with the possible exception of the point 
s = 0. The estimate32 

Il(x, s) - ixe,ul ~ ~ e-a
, 

holds uniformly in x. 

Lemma 1.5. For large lsi 

T ~ 0, (1.13) 

",(x, s) = sin 8X/S + o(eITlz/lsl), (1.14) 

f(x, s) = eisz + o(e-") , T ~ 0, (1.15) 

uniformly for all x ;:: O. 
When s is real, it is not difficult to establish a 

31! The dot denotes different.iation with respect to 8; 
a bar will denote complex conjugate. 
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relationship between ep(x, s) and I(x, s). Without 
further mention, we shall write k for s whenever s 
is real. The solutions f(x, k) and I(x, -k) = lex, k) 
for k ¢ 0 are linearly independent solutions of 
Eq. (1.1). In fact, their Wronskian does not vanish: 

[1(x, k) j I(x, -k)] = I'(x, k)/(x, -k) 

- I(x, k)l'(x, -k) = 2ik. (1.16) 

In consequence of the realness of ep(x, k) 

ep(x, k) = (1/2ik)[f(x, k)M(k) - I(x, -k)M(k)], 
(1.17) 

where M (k) may be found by the use of the W ron­
skian [see (1.12)]: 

M(k) = [ep(x, k) j I(x, k)] 

= lim [ep(x, k) j f(x, k)] = f(O, k). (1.18) 
..-.0 

From this and Lemma 1.2, we conclude that M(k) 
is the limit of the function M(s) = 1(0, s), analytic 
in the upper half-plane, and is such that M(k) = 

M(-k). Let us introduce the notations 

In the following, it will be assumed that M(O) ¢ O. 
The vanishing of M(s) for s = 0 is equivalent to the 
solution of -y" + q(x)y = 0, yeO) = 0 being 
bounded as x ~ ex) and this happens only in ex­
ceptional situations. A treatment of the case 
M(O) = 0 presents no essential difficulties but only 
encumbers the formulation and proof of theorems. 

There still remains the possibility that M(s) = 0 
for u = 0 and T > O. From the estimate 

M(s) = 1 + 0(1) (1.26) 

for large lsi, which follows from formula (1.15), 
we conclude that M(s) can only have a finite number 
of zeros s .. = iK" (n = 1, ... ,m) on the imaginary 
axis. When 8 = s,,' the solutions ep(x, s,,) and f(x, s .. ) 
satisfy the same boundary condition at x = 0, 
and are therefore proportional: 

I(x, s,,) = 1'(0, s,,)ep(x, s .. ). (1.27) 

From this and (1.25), it follows that 

M(sn) 
2s .. 1'(0, s .. ) , 

(1.28) 

A(k) = IM(k) I, 
so that 

7](k) = arg M(k) , (1.19) and this implies, in particular, that M(s) has only 
simple zeros. The above results can be formulated 
as follows. 

A(k) = A( -k), 7](k) = -7](-k). (1.20) 

By Lemma 1.3 and (1.17), we infer that for large x 

ep(x, k) = [A(k)/k] sin [kx - 7](k)] + 0(1), (1.21) 

ep'(x, k) = A(k) cos [kx - 7](k)] + 0(1). (1.22) 

It is therefore natural to call A(k) the asymptotic 
amplitude and 7](k) the asymptotic phase. 

Let T > O. From Eq. (1.1) for I(x, s) and the 
equation 

-j"(x, s) + q(x)j(x, s) = 2sl(x, s) + sY(x, s) (1.23) 

for j(x, s) = df(x, s)/ds, it is not difficult to obtain 
the following identities: 

1'(0, s)I(O, s) - 1(0, s)I'(O, s) = 4iuT i'" 11(t, s) \2 dt, 

(1.24) 

j'(O, s)f(O, s) - i(o, s)I'(O, s) = 2s i'" ret, s) dt. 

(1.25) 

From the first one, we conclude that M(s) can vanish 
only for u = 0 or T = O. The second possibility, 
however, is excluded by the fact that if M(k) = 0 
on the real axis, (1.17) would imply that ep(x, k) == 0, 
and this is impossible. 

Lemma 1.6. The function M(s) is analytic in the 
upper hall-plane and has there a finite number of 
simple zeros s,. = iK", K .. > 0, (n = 1, .. , , m). 
For large lsi, the estimate (1.26) holds. The lunction 
M(s) is continuous down to the real axis with the 
possible exception 01 the point s = O. Furthermore, 
sM(s) is continuous everywhere in the hall-plane 
Ims;::: O. 

The two last assertions follow from Lemma 1.4. 

2. EXPANSION THEOREM 

The differential equation (1.1) together with the 
boundary condition, defines a self-adjoint operator 
in .ciO, ex». This operator can be obtained by the 
extension of the symmetric operator, defined by 
(1.1), acting on the twice-continuously differentiable 
functions satisfying the boundary condition and 
vanishing identically outside some finite interval. 
We shall denote this operator by L. 

Consider the kernel 

RA(x, y) = cp(x, ')..1I2)/(y, ')..1/2)/M(')..1I2) , 

x < y, (2.1) 
R~(x, y) = RA(y, x), 

o ~ arg ')..1/2 ~ 7r, 
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which is defined for all complex X with the exception 
of a finite number of points on the negative real 
axis corresponding to the zeros of M(X1

/
2
). By virtue 

of (1.18), it is not difficult to verify that the kernel 
R~(x, y) is a solution of the equation 

If we integrate both sides of (2.8) around a large 
circle Ixi = N, then the contribution from the second 
term on the right-hand side of (2.8) will approach 
zero asN ~ cx> by virtue of (1.14), (1.15), and (1.26). 
Thus we have 

(_d
2

/dx
2 

+ q(x))R~(x, y) - XRx(x, y) = o(x - r~:2) ~~ 2~ f [L" Rx(x, y)f(y) dyJ dX = -f(x). (2.9) 

and satisfies the boundary conditions 

Rx(O, y) = R~(x, 0) = O. 

In consequence of (1.7) and (1.8), we have 

(2.3) 

X-INI 

On the other hand, if we integrate the left-hand side 
of (2.8) along a path 'Y consisting of a curve en­
compassing the cut on the real axis and a large 
circle Ixi = N, we obtain 

IR ( )1 < K x -.Ix-.I 
~ x, Y _ 1 + IXIi2 1 x e , 

T = 1m Xl/2 > 0 (2.4) 2!i f {L" R~(x, y)f(y) dY} dX 

for complex X and, hence, the kernel R~(x, y) defines 
a bounded operator in £2(0, cx», namely, the 
resolvent operator 

R~ = (L - X1)-I. (2.5) 

The singularities of R>. in the complex X plane 
consist of a cut along the positive real axis and a 
finite number of simple poles x.. = - K~ (n = 1,' . " m) 
on the negative real axis. The continuous and dis­
crete portions of the spectrum correspond to the 
cut and poles, respectively. The jump in the re­
solvent across the cut and the residues at the poles 
determine the spectral function· of the operator -L. 
We come now to the following completenesfl theorem 
for the eigenfunctions of the operator L. 

Theorem 2.1. The functions r,o(s, k) (k ~ 0) and 
r,o,,(x) = r,o(x, iK,,) form a complete orthogonal system. 
The completeness relationship is given by 

m 2 '" 1 
~ Cnr,on(x)r,on(Y) + ;: 1 r,o(x, k) M(k)M( -k) 

X r,o(y, k)e dk = o(x - Y), (2.6) 

in which C" = 2iKnf' (0, iKn)/M(iKn) [see (1.28)]. 

Formula (2.6) can be deduced without recourse 
to general operator theory. Let f(x) be a twice­
continuously differentiable function vanishing for 
large x and in the neighborhood of x O. Then 

g(x) = -f"(x) + q(x)f(x) (2.7) 

is continuous and vanishes identically outside some 
finite interval not containing the origin. From (2.2) 
and (2.7), it follows that 

1'" 1 
o R~(x, y)f(y) dy = -~ f(x) 

11'" + ~ 0 R~(x, y)g(y) dy. (2.8) 

'Y 

= 2~ f {fo'" R~(x, y)f(y) dY} dX 
IAI-N 

+ 2~ fo'" d~fo'" [R~+io(x, y) - R~-iO(X, y)]f(y) dY} 

= ~ res {fo'" R~(x, y)f(y) dY} I~=~.· 
Taking into consideration (2.1) and (1.17) and letting 
N ~ cx>, we find, on the basis of (2.9), that 

21'" f(x) = - e dk 
1r 0 

X {fo'" r,o(x, k) M(k)it( -k) r,o(y, k)f(y) dY} 

+ ~ fo'" Cnr,on(x)r,on(y)f(y) dy. 

Finally, by virtue of the fact that the functions 
f(x) are dense in £2(0, cx», formula (2.6) is obtained. 

The functions 1/I(+)(x, k) = I" (x, k)/M(k) and 
if;n(x) = C~/2 IOn (x) form an orthonormal system. 
However, the functions if;(+)(x, k) are not square 
integrable, and hence, are not elements of Hilbert 
space nor eigenfunctions in the usual sense. To 
attach meaning to them while still remaining in 
the framework of Hilbert space, we may consider 
them to be kernels of transformations which diago­
nalize the operator L. Thus, the transformation 

T(+)g = G: G(k) = 1'" g(x)1/I(+)(x, k) dx (2.10) 

carries any function g(x) in £2(0, cx» into a function 
G(k) for which f~ IG(k) 12 k2 dk < cx>. Moreover, 
if Lg(x) belongs to £2(0, cx», then Lg(x) goes into 
k2G(k), and the integral f~ IG(k)k2

1 e dk exists. 
In the following, the space of functions G(k) with 
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the scalar product enables us to use Fourier methods to solve time­
dependent equations involving the operator L. We 

(2.11) shall be particularly interested in the behavior of 
solutions of the Schrodinger equation 

will be denoted by £k, and the space of square 
integrable functions g(x), which was previously 
called £2(0, co), will be denoted by £x. The trans­
formation T(+l acts from £x into £k. The adjoint 
transformation T (+ ,. acts from £k into £x according 
to the formula 

i al(x, t)jat = LI(x, t), I(x, t) 1.-0 = fo(x) (3.1) 

for large Itl. 
By expanding fo(x) in terms of the eigenfunctions 

of L, we can represent the solution of (3.1) in the 
following way: 

g = T(+l·G: g(x) = ~ 100 

G(k)ifP'(X, k)e dk. (2.12) I(x, t) = ~ 100 

F(k)if;(x, k)e-·k"e dk 
11" 0 11" 0 

The orthogonality of the eigenfunctions 1/t(+l(X, k) 
can thus be expressed in these new terms as follows: 

(2.13) 

Here, r denotes the identity operator in L k • The 
formula (2.6) can now be written in the following 
form: 

+ t Fnif;n(x)e i 
••• , • (3.2) 

n~l 

Here, 1/t(x, k) and 1/tn(x) comprise any orthonormal 
system of eigenfunctions of L [1/t(x, k) and 1/tn(X) 
may differ from the functions 1/t(+l(X, k) and 1/t .. (x) 
discussed in Sec. 2 by a factor of modulus 1] and 

T(+l·T(+l = I:. (214) 100 100 

. F(k) = 0 fo(x)1/t(x, k) dx, Fn = 0 fo(x)1/tn(X) dx. 
Here, I: is a projection onto the proper subspace (3.3) 
of the operator L corresponding to its continuous 
spectrum. The superscript x indicates that this In particular, one may take as the set 1/t(x, k) the 
operator acts on £x. A transformation such as T(+l functions 1/t(+)(x, k) or 

can be associated with any solution of Eq. (l.1) 1/t(-)(x, k) = 1/t(+l(X, k)M(k)jM(-k) = if; < + '(x , k). 
satisfying a zero boundary condition. Let x(x, k) 
be a solution of (l.I) such that x(O, k) = ° and The behavior of I(x, t) for large It I can be analyzed 
x'(O, k) ;e ° for all k. Consider the transformation on the basis of the following lemma: 

Tg = G: G(k) = fooo g(x)x(x, k) dx. (2.15) 

The transformations T and T(+) are related by 
the formula 

Lemma 3.1. Let F(k) be an arbitrary lunction 01 
£k, i.e., 

100 

IF(k) 12 e dk < co (3.4) 

(2.16) and set 

where N k is a' normalizing factor'; N k is an operator 
in £k, which multiplies by the function N(k) = 

x'(O, k)N(+)'(O, k). The completeness relation and 
orthogonality condition can be written in terms of 
T as follows: 

(2.17) 
where 

(2.18) 

The somewhat formal reasoning used at the end 
of this section will turn out to be useful in Sec. 5. 

3. ASYMPTOTIC BEHAVIOR OF THE SOLUTION OF 
THE SHRODINGER EQUATION FOR LARGE TIME 

The expansion theorem for the eigenfunctions of 
the operator L deduced in the preceding section 

t'*)(x, t) = 100 

F(k)if;(·'(X, k)e-·k"e dk, 

g(x, t) = fooo F(k) sink kx e-ik"e dk. 

Then 

(3.5) 

(3.6) 

(3.7) 

It is sufficient to prove the statement for a set 
of functions F(k) which is dense in £k; the theorem 
then follows for any function by completion. We 
assume that F(k) is differentiable and nonvanishing 
only in the interval 0 < a ::::; k ::::; {3 < co. The 
intervals of integration in (3.5) and (3.6) are then 
finite and do not contain the point k = O. For 
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definiteness, we shall suppose that t ~ <x>. By 
virtue of the fact that t/I(+)(x, k) and (sin kx)/k 
are uniformly bounded for x in 0 < x < <X> and 
k in [a, i3], the functions 1'+) (x, t) and g(x, t) tend to 
zero as t ~ <X> uniformly in x. Thus the integral in 
(3.7) vanishes as t ~ <X> for any finite interval of inte­
gration. We still have to show that f~ If'+) - g\2 dx 
converges for arbitrary A. 

From (1.17) and the definition of t/I(+)(x, k), 

t/I(+)(x,k) _sinkkx 

1 -ikz[ M(k) IJ + R( k) (3.8) 
= -2ik e M(-k) - x,, 

where for x > 0 

1 1"" IR(x, k)1 :::; K k2 " Iq(t)1 dt (3.9) 

by virtue of (1.9) and (1.8). In consequence of this 
estimate, 

L"" I fa"" F(k)R(x, k)e-
ik
"k

2 
dkr dx 

:::; K L"" dx(j"" Iq(t) \ dtr i"" IF(k) 12 e dk {"" ~~ 

:::; K' L"" Iq(t) 1 dt L"" t Iq(t) I dt, (3.10) 

and for sufficiently large A the integral containing 
R(x, k) can be made as small as desired uniformly 
in t. We must still look at the behavior of the 
integral of the basic term of (3.8) 

QA(t) = L"" ax Ifa"" G(k)e-ikze- ik ', dkr, (3.11) 

as t ~ <x>. The function 

G(k) = F~k) [M(k) - IJe 
2~k M( -k) 

is finite and continuously differentiable by Lemma 
1.6. Now QA(t) = limB->"" Q!(t) where 

Q!(t) = LB dx If: G(k)e-ibe- ik" dkl2 

= f: dk f: dl{G(k)G(l)e-i(k'-I'). 

e - e -i(k-/)A -i(k-l)B} 
X i(k _ l) = JA(t) - JBCt). 

Here 

J
{J f{J - e-i(k'-I')'e-i(k-I)B 

J B(t) = <z dk <z dlG(k)G(l) i(k - l) . 

Because of the singularity in the denominator, the 
inner integral is understood to be a principal-valued 
integral, defined in consequence of the differentia­
bility of G(k). 

We now transform J B(k) as follows: 

J B(t) = f: dkG(k) 

X [f {J dl G(l)e-i(k'-l')t - G(k) -ilk-l)B 
<z i~ - l) e 

+ G(k) f :~~(:/)l; dl]' (3.12) 

The first term in the integral with respect to l is 
continuous for k = l, and hence, vanishes as B ~ <X> 

by the Riemann-Lebesgue theorem. The second term 
in this integral tends to 7r as B ~ <x> , and therefore, 
we find that limB->"" J B(t) is independent of t and 
has the value 

7r f: IG(k) 12 dk. 

J A(t) can also be represented as the sum of two 
terms, one vanishing as t ~ <X> uniformly in A, 
and the other having a finite limit independent of 
A as t ~ <X> equal to 7r f~ IG(kW dk. From this it 
follows that QA(t) ~ 0 and the lemma is therefore 
proven. 

Let us now return to the investigation of the 
behavior of the solution lex, t) of the SchrOdinger 
equation. If fo(x) is orthogonal to the eigenfunctions 
of the discrete spectrum of L, then the sum in the 
second term of (3.2) does not appear. Let 

F(-)(k) = 1"" fo(x)t/I(·)(x, k) dx. (3.13) 

These are the functions which occur in formula (3.2) 
for lex, t), t/I{-) (x, k) having been selected instead 
of t/I(x, k). Clearly, 

g(-)(x, t) = ~ 1"" F(-)(k) sin kx e- ik' tk2 dk (3.14) 
7r 0 k 

is a solution of the Schrodinger equation with an 
operator Lo associated with the equation LoY = 
- y" = k2y and the boundary condition yeO) = 0, 
i.e., 

(3.15) 

where 

g(m)(x,O) = gt)(X) = ! 10"" F(*)(k) sink kx k2 dk. 

C3.16) 
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If, in analogy with Sec. 2, we introduce a unitary 
transformation To of £z into £k given by 

Tog = G: G(k) = fooo g(x) sink kx dx, (3.17) 

then gtl(X) can be expressed in terms of to(x) by 
the formula 

gt)(x) = T~T(=)fo(x). (3.18) 

From Lemma 3.1 follows Theorem 3.1. 

Theorem 3.1. If fo(x) is orthogonal to the eigen­
functions of the discrete spectrum of L, then when 
t ~ ± CXl the solution of the Schrodinger equation (3.1) 
behaves like the solution of the Schrodinger equation 
(3.15) with initial data g~=)(x) given by (3.18), in 
the sense that 

f OO If(x, t) - g(=)(x, t)1 2 dx~O as t~ ±CXl. (3.19) 
o 

4. TRANSFORMATION OPERATORS 

In the following we shall need the representation 
of a solution of (1.1) with a potential q(x) in terms 
of solutions of the equation with other potentials 
and, in particular, with q(x) == 0, i.e., in terms of 
trigonometric functions. 

The simplest such expression can be deduced 
in the following way. On the basis of (1.9) for 
x r!= 0, the function hex, s) = t(x, s) - eiBX is square 
integrable in s along any line parallel to the real 
axis, and in the upper half-plane 

By a theorem of Titchmarsh, 

A(:r, y) = 21 foo [/(x, k) - eikxJe- dU dk = 0, 
7r -00 

x > y. (4.1) 

The inversion of this Fourier transform thus yields 

f(x, s) = e
iox + 100 

A(x, y)ei'" dv, T ~ 0, (4.2) 

where A(x, y) is square integrable in y for x r!= 0. 
With certain modifications, this procedure yields 
an expression for rp(x, s) valid for all s: 

( ) sin sx + l' K( ) sin sy d cp X s = -- x y -- y. 
, so' s (4.3) 

However, the derivation gives almost no information 
concerning the kernels K(x, y) and A(x, V). Equiva­
lent equations for these kernels can be deduced by 
substituting expressions (4.2) and (4.3) for I(x, s) 

and rp(x, s) into (1.6) and (1.5), respectively, and 
by eliminating the trigonometric functions. This 
yields 

1 f(x+Y)/2 f(x+Yl/2 

K(x, y) = -2 q(t) dt + dt 
(x-y)/2 (x-y)/2 

X {'-Yl/Z dzq(t + z)K(t + z, t - z), 

x ~ v, (4.4) 

1 foo foo A(x, y) = -2 q(t) dt - dt 
(x+y)12 (x+,,)/2 

X 1o'''-X)/2 dzq(t - z)A(t - z, t + z), 

y ~ x. (4.5) 

By then solving these equations by the method of 
successive approximations, we obtain estimates for 
K(x, y) and A(x, V): 

1 fX 
IK(x, V) I ':::;:2 (x-y)/2 Iq(t) I dt 

X exp LX+!I)!2 t Iq(t)1 dt, (4.6) 

1 fOO 
IA(x, 1/) I .:::; 2 (x+,,1/2 Iq(t) I dt 

X exp 100 

t Iq(t) I dt. (4.7) 

The above integral equations can also be used to 
show that K (x, y) and A (x, y) are differentiable 
and to derive estimates for their derivatives. For 
example, 

1 
a . 1 (x + y)1 ax A(x, y) + 4 q -2-

.:::; K 100 

Iq(t) I dt f~+Yl/2 Iq(t) I dt. (4.8) 

A similar inequality holds for aA (x, y) / ay. 
By virtue of (4.6) and (4.7), the theory of Vol­

terra integral equations may be applied to integral 
equations having K(x, y) and A(x, y) as kernels. 
Thus, if g(x) belongs to a given class of functions 
(which we shall not specify), then the equations 

U Bf(x) == f(x) + l Z 

K(x, y)f(y) dy = g(x) , (4.9) 

V Bf(x) == fex) + 100 

A(x, y)f(y) dy = g(x) (4.10) 

have solutions which may be represented in the form 

I(x) = g(x) + 1" K(x, v)g(y) dv == U;/g(x) , (4.11) 
[) 
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I(x) g(x) + tD A(x, y)g(y) dy == V;lg(X). (4.12) 

In connection with this, the kernels K(x, y) and 
A(x, y) have estimates similar to (4.6) and (4.7). 
A more precise definition of the operators U Band 
VB as operators in Hilbert space will be given in 
the subsequent sections. 

Relationships analagous to (4.3) exist between 
any two solutions of (1.1) with different potentials. 
Let ~l(X, k) and ~2(X, k) be solutions of (1.1) with 
potentials ql(X) and q2(X), respectively; two relations 
such as (4.3) can then be derived: 

~1(X, k) = u11) sin (kx)/k, 

~2(X, k) = U12) sin (kx)/k. (4.13) 

Iuverting the second of these and substituting the 
result in the first, we obtain 

~l(X, k) = u11)(U12»-1~2(X,k) (4.14) 

or, explicitly, 

~1(X, k) = ~2(X, k) + { K(x, Y)~2(Y' k) dy. (4.15) 

It is also possible to derive an inequality for K(x, y) 
such as (4.6). Finally, one may also relate two 
different solutions ft(x, k) and fz(x, k), but such an 
expression will not be required in the following. 

5. GENERAL THEORY OF TRANSFORMATION 
OPERATORS 

We consider the operator L introduced in Sec. 2 to 
be one of the functional representations of an ab­
stract operator, which will also be denoted by L. The 
operator L of Sec. 2 will now be denoted by LX 
and the space £x in which it operates will be called 
the coordinate representation or x representation. 
Another representation to be considered is the so­
called momentum or k representation. This space 
is of type £k and is defined by the condition that 
Lo is an operator which multiplies an element of 
it by k2

: 

(5.1) 

Both representations are related to one another 
by the unitary transformation To introduced in 
Sec. 3. In other words, to each element I(x) E £x, 
there corresponds an element F(k) belonging to £k: 

1'" sin kx 
F(k) = Tof(x) = 0 f(x) -k- dx; (5.2) 

and each operator A x in £x is converted into an 
operator Ak = ToAxT~. For example, in the k 
representation L is given by 

where 

eF(k) + ~ r'" V(k, l)F(l)l2 dl, 
7r Jo 

(5.3) 

V(k, l) = fa'" sink lex q(x) si~ lx dx. (5.4) 

The passage back from the momentum to the co­
ordinate representation is effected by the use of the 
transformation T~; thus, for example, the operator 
which multiplies by a decreasing function Q(k) goes 
into an integral operator in the x representation with 
a kernel 

(5.5) 

In Sec. 2, the eigenfunction expansion theorem for 
L was expressed in terms of the operator T and 
involved various spaces. This is inconvenient. 
Instead of such transformations as T, we shall utilize 
operators acting in the same space, and which can 
therefore be prescribed by one of their representa­
tions. These operators are defined in the coordinate 
and momentum representations in the following way: 

Uk = ToT* in the k representation, 

UX 
= T*To in the x representation. (5.6) 

Such operators will be called transformation opera­
tors. In all subsequent discussions, they completely 
replace the eigenfunctions of the continuous spec­
trum. Instead of a differential equation for the 
eigenfunctions x(x, k), one has for the operator U 
determined by them, the equation 

LU = ULo• (5.7) 

The completeness condition and orthogonality of the 
eigenfunctions in terms of U are expressed by 

UWU* = Ie, U*UW = I (5.8) 

lcf. (2.17)]. The operator Win (5.8) is an operator 
which multiplies by the function W(k) in the 
momentum representation. The advantage of (5.7) 
and (5.8) is that we do not have to write superscripts 
indicating the spaces in which the operators act­
all operators are taken in the same representation. 
In many problems related to the operator L the 
use of different transformation operators is ad­
vantageous. Thus, the operators U<*> obtained from 
the transformations T<=) by means of (5.6) turn 
out to be useful in studying the asymptotic behavior 
of the solution of the Schrodinger equation 

i iJz(t)/iJt = Lz(t) , (5.9) 
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for large Itl. The solution can be written in the 
following form: 

(5.10) 

and Theorem 3.1 can now be reformulated as follows. 

Theorem 5.1. If Zo is orthogonal to the eigenfunctions 
of the point spectrum of L, then for the solution of the 
Schrodinger equation, the limiting conditions 

lim eiLotz(t) = Z'" (5.11) 
t-+±:co 

hold where 

(5.12) 

If we denote the 'normalizing factor' relating 
U<+) and U<-) by S: 

U C
-

J = U c
+) S, (5.13) 

then (5.12) shows that z+ and z_ are related to one 
another by 

(5.14) 

It is also not difficult to show from the definition 
of U<+) and (5.13) that in the momentum repre­
sentation this is an operator which multiplies by 
the function 

S(k) = M( -k)/M(k). (5.15) 

S(k) obviously has the absolute value one. From 
Theorem 5.1 follows the existence of a solution of 
the Schr6dinger equation which is asymptotic to 
the vector z-(t) = e-iLotz_ as t ~ - 00, z_ being 
an arbitrary element. In addition, this solution for 
t = 0 will be orthogonal to the eigenfunctions of 
the point spectrum of L and consequently will 
behave like e-iLoiz+ as t ~ co, z+ being con­
structed from (5.14) using the operator S. Thus, 
the general formulation of the scattering problem 
described in the introduction turns out to be valid 
for L, and S plays the role of the scattering operator. 
We have also shown that S is unitary and commutes 
with the energy operator. 

The main objective of the survey is to establish 
the relationship between Land 8. The operator 
U B = I + K, defined in the coordinate representa­
tion by (4.9), will play an important role in this. 
By the definition of this section, this operator is a 
transformation operator. In fact, if we assume the 
transformation operator to be an integral operator, 
then its kernel in the x representation is obtained 
by expanding an appropriate solution x(x, k) with 
respect to (sin kx)/k: 

21
00

[( ') sinkx] =- xx Ie ---
7r 0 ' k 

X sink ky k2 dk + o(x - y). (5.16) 

The kernel of the operator U B-1 was derived 
in precisely this way in Sec. 4, where cp(x, k) is the 
corresponding solution. This crude argument can 
be put on an exact basis. In consequence of the fact 
that M(k) is the normalizing factor for the solution 
f,O(x, k), with the help of which U B is constructed, 
the operator W appearing in the formula for U B, 

Eq. (5.8), is defined by 

W(k) = l/[M(k)M(-k)]. (5.17) 

A characteristic property of U B is that it is a 
Volterra operator in the coordinate representation. 
This property is closely related to the fact that the 
potential q(x) is diagonal in this representation 
(i.e., it is a multiplication operator). In fact, the 
triangularity of the kernel K(x, y) is a consequence 
of the fact that f,O(x, 8) is an entire function of 8 

and this depends on the potential being diagonal. 
Conversely, let there exist a transformation operator 
UB for some operator L = Lo + V of Volterra type 
in the x representation, namely, 

UB(x, y) = o(x - y) + TJ(x - y)K(x, y), 

where 

TJ(t) = 1 for t > 0 

o for t < O. 

From (5.7), we find 

V(1 + K) = KLo - LoR. 

The operator B = KLo - LoK has the kernel 

B(x, y)= 2 o(x - y) dK(x, x)/dx + TJ(x - y) 

(5.18) 

(5.19) 

(5.20) 

X [a2K(x, y)/ax2 - a2K(x, y)/ay2]. (5.21) 

Multiplying (5.20) by (I + K)-t, we find, by 
(5.21), that 

Vex, y) = o(x - y)2 dK(x, x)/dx 

+ TJ(x - y)C(x, y). (5.22) 

But since V has to be self-adjoint, 

C(x, y) = 0, Vex, y) = o(x - y)2 dK(x, x)/dx, 
(5.23) 

i.e., L is defined by an equation of type (1.1). A 
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precise statement of the above conclusions is con­
tained in the following theorem: 

Theorem 5.2. Let Lo be an operator defined in the x 
representation by the differential expression LoY = _y" 
and the condition y(O) = O. If there exists a self­
adjoint operator L = Lo + V and Volterra operator 
U B = I + K, whose kernel is differentiable and such 
that (5.7) is satisfied, then V is an operator which 
in the x representation, multiplies by the function 

q(x) = 2 dK(x, x)/dx. (5.24) 

If the kernel of the transformation operator is not 
differentiable, then it is still possible to define L by 
the differential expression Ly = _y" + q(x)y; but, 
in this case, q(x) is a generalized function such as 
the derivative of an ordinary function. In particular, 
it is possible to obtain potentials with a-function 
singularities. 

Simultaneously with Theorem 5.2, we have shown 
that the kernel K(x, y) satisfies the equation 

q(x)K(x, y) = a2K(x, y)/ax2 
- a2K(x, y)/ay2, 

x > y. (5.25) 

In fact, by substituting (5.23) into the left-hand 
side and (5.21) into the right-hand side of (5.20), 
we obtain 

q(x) a(x - y) + 'I7(x - y)q(x)K(x, y) = q(x) a(x - y) 

+ 'I7(x - y)[a2K(x, y)/ax2 
- a2K(x, y)/ay2] , (5.26) 

and this implies Eq. (5.25). Of course, whenever its 
derivatives do not exist, then K(x, y) is a generalized 
solution of this equation. On the basis of this equa­
tion for K(x, y), the condition K(x, 0) = 0 [which 
follows directly from the definition of K(x, y)], 
and (5.24), it is not difficult to derive (4.4), already 
used earlier. 

6. THE FUNCTIONS W(k) AND S(k), THEIR 
PROPERTIES AND RELATIONSHIP 

In this section, we study the functions W(k) and 
S(k) which were introduced in the preceding section 
by 

W(k) = l/[M(k)M( -k)] (- 00 < k < (0), (6.1) 

S(k) = M( -k)/M(k) (- 00 < k < (0), (6.2) 

and we shall establish how they are related. In 
addition to the properties of M(k) assembled in 
Lemma 1.6, we still require one further property: 

Lemma 6.1. M(k) has the representation 

M(k) = 1 + 10''' r(t)eikt dt, (6.3) 

where I r (t) I is integrable. 

The proof follows immediately from the definition 
of M(k) and the expression (4.2). These imply that 

M(k) = f(O, k) = 1 + 10
00 

A(O, t)eikt dt, (6.4) 

but IA (0, t) I is integrable because of the inequality 
(4.7). 

From (6.1) and (6.2) and by using Wiener's 
theorem on the Fourier transform of absolutely 
integrable functions, we may deduce the following 
lemmas: 

Lemma 6.2. W(k) possesses the following properties: 

(1) W(k) is a positive even function: 

W(k) > 0, W(-k) = W(k) , 

( - 00 < k < (0); (6.5) 

(2) W(k) - 1 has an absolutely integrable Fourier 
transform: 

W(k) = 1 + L: H(t)e;k' dt 

= 1 + 2 10
00 

H(t) cos kt dt. (6.6) 

Lemma 6.3. The function S(k) possesses the following 
properties: 

(1) IS(k) I = S(O) = S(oo) = 1, 

S( -k) = S(k) = S(k)-l; . (6.7) 

(2) S(k) - 1 has an absolutely integrable Fourier 
transform: 

S(k) = 1 + L: F(t)e-;k' dt; 

(3) arg S(k) 1:00 = -4i7rm, m 2': 0, 

(6.8) 

(6.9) 

where m is the number of discrete eigenvalues. 

The last property is a consequence of the theorem 
for the number of zeros of an analytic function if we 
observe that arg S(k) = -2 arg M(k). The proper­
ties of W(k) and S(k) enumerated in these lemmas 
are characteristic in the sense that, when they are 
fulfilled, there exists a unique function M(s) which 
is analytic and bounded in the upper half-plane, 
and behaves asymptotically like M(s) = 1 + 0(1) 
for large lsi. Furthermore, M(s) has a finite number 
of simple zeros Sn = iKn (n = 1, ... , m), and on 
the real axis, (6.1) and (6.2) are satisfied. In other 
words, there exists a function possessing the proper­
ties of the function M(s) associated with some 
operator of type L having m discrete eigenvalues. 
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Let us first show that M(s) is unique. Suppose 
there exists two functions Mj(s) and M2(S), analytic 
and bounded in the upper half-plane T > 0, each 
having a finite number of zeros there at Sn = iKn 

and such that, on the real axis, 

S(k) = M 1(-k)/M1(k) = M 2(-k)/M2(k), (6.10) 

where S(k) is a given function satisfying the con­
ditions of Lemma 6.3. Then M 1 (s)/M2(s) is analytic 
and bounded in the upper half-plane and real on 
the real axis, so that it has a bounded analytic 
continuation into the lower half-plane. By Liouville's 
theorem, it follows that M 1(s)/M2 (s) = C. Thus, 
from the asymptotic behavior of Ml and M2 as 
lsi --7 co, we find that C = 1, i.e., Ml = M 2• By 
an analogous argument, we may prove that the 
function M(s) satisfying (6.1) is unique [for a given 
W(k)]. It is necessary to consider In (Ml/M2)' 

We now complete the solution to our stated 
problem. We begin by reconstructing M(k) from 
S(k), and we consider first the case when m = 0 
in (6.9). If we normalize the phase 71(k) = (i/2) In 
S(k) so that 71(0) = 0, then 71( co) = 0 and 

71(k) = - f' 'Y(t) sin kt dt, 10'" /'Y(t) / dt < CXl (6.11) 

by the Wiener-Levi theorem. The function 

is analytic in the upper half-plane, has no zeros 
there, and possesses the proper asymptotic behavior 
for large lsi. The solution of our problem will be 
the function 

M(k) = M(k) IT k - ~Kn. (6.18) 
n-l k + tKn 

In the following, the functions M(k), W(k), and 
S(k), related to some operator L, will be called the 
M, W, and S functions of this operator. Any of 
these functions characterize the spectrum of the 
corresponding operator L, with M(k) giving the 
most complete characterization. 

The following statements are a consequence of 
the above discussion. 

(1) If L has no discrete spectrum then its S 
function is uniquely determined by its W function 
according to (6.16), (6.17), and (6.14). 

(2) If two operators Ll and L2 have the same W 
function, Ll has no discrete spectrum, but L2 has 
discrete eigenvalues at An = -K! (n = 1, ... , m), 
then their M and S functions are related by 

(6.19) 

Jvf(k) = exp 10'" 'Y(t)eikt dt (6.12) These statements will be used in Secs. 8, 11, and 12. 

is the solution of our problem. Suppose now that 
m :;t. 0; the function 

S(k) = S(k) IT (k - ~Kn)2 
n=l k + tKn 

(6.13) 

possesses the same properties as S(k) with the 
exception that m = O. Therefore, the relation 

S(k) = M( -k)/M(k) (6.14) 

holds where M(s) has no zeros in the upper half­
plane. The solution of our problem will then be 
the function 

M(k) = kICk) IT ~ ~ ~Kn. 
n-l tKn 

(6.15) 

Consider now the determination of M(k) for a 
given W(k). By the Wiener-Levi theorem, the 
function p(k) = In W(k) can be represented as 

p(k) = -2 ED 'Y(t) cos kt dt. (6.16) 

7. THE TRANSFORMATION OPERATOR OF A (x, y) 

In Sec. 4, besides U B, we introduced an operator 
VB with a kernel in the x representation determined 
by (4.10). In contrast to U B, the operator VB is 
not a transformation operator in the sense of Sec. 5. 
In fact, its kernel can not be represented as the 
Fourier sine transform of a solution of (1.1) satisfy­
ing a zero boundary condition. The present section 
is devoted to a clarification of the relationship 
between U B and V B' We shall assume that there 
is no discrete spectrum. This allows one to use the 
concise operator notation which was introduced in 
the preceding sections. 

First consider the operator (j B = U B W which 
is the transformation operator related to the solution 

- _ _ ~ [lex, k) _ lex, -k)] 
cp(x, k) - cp(x, k)W(k) - 2ik M(k) M( -k) . 

(7.1) 

The function 

M(s) = exp fa'" 'Y(t)e i8t dt 

The kernel of the operator g = (j B-1 in the x 
(6.17) representation is obtained by taking the Fourier 

transform of ,p(x, k) - k-1 sin kx: 



                                                                                                                                    

86 L. D. FADDEYEV 

(7.2) 

By virtue of the analyticity and boundedness of 
f(x, s)e-,uIM(s) in the upper half-plane, /{(x, y) = 0 
for x > y. Therefore, the operator OBis given in 
the x representation by 

OBf(x) = f(x) + {" /{(x, y)f(y) dy. (7.3) 

In terms of 0 B, the completeness and orthogonality 
relation 

(7.4) 

This is the desired relation. It will be convenient 
to write this equation in operator form. With this 
in mind, we associate with II(t) an operator Q which 
in the coordinate representation is given by 

Qf(x) = (I + II)f(x) == f(x) + {D II(y - x)f(y) dy. 

(7.13) 

By virtue of the boundedness of 1IM(8), it is not 
difficult to show that Q = I + II is a bounded 
operator in our Hilbert space. By means of known 
theorems on Volterra integral equations with dif­
ference-type kernels, it follows then that Q has an 
Inverse 

P = 1+ r = Q-I (7.14) 
becomes 

W = W- 1
, 

whose structure in the x representation is similar 
(7.5) to Q: 

or 
(7.6) Pf(x) = (I + r)f(x) == f(x) + {" r(y - x)f(y) dy. 

We note that (O~)-l is a Volterra operator such 
as U B, i.e., the integration goes from 0 to x. In 

(7.15) 

Sec. 9, it will be shown that this Volterra operator The function ret), i.e., 
is uniquely determined by (7.6). Hence, by com­
paring (7.4) and (7.6), we may conclude that 

(O~)-l = UB' (7.7) 

ret) = -1 f'" (M(k) - l)e- ikl dk 
211' _'" 

(7.16) 

was introduced in the previous section [see (6.3)]. 
This establishes the relationship between the two In terms of the operator Q, Eq. (7.12) becomes 
operators 0 Band U B' On the other hand, by finding 
the inverse Fourier transform of (7.17) 

f(x k) 1'" The completeness and orthogonality of the eigen-
hex, k) = M'(k) = eik: + _ [{(x, y)eikY dy, (7 8) _ . functions can now be written by using the operator 

we can easily relate 0 B and VB' Let II(t) denote the 
V B' The substitution of (7.17) in (7.5) yields 

function V BQW-1Q* V~ = I. (7.18) 

II(t) = 2~ i~ (M~k) - 1 )e-ikl 
dk. (7.9) 

Since 1IM(8) is analytic in the upper half-plane 
(there is no discrete spectrum), 

II(t) = 0, t < o. (7.10) 

Recalling that 

Let us clarify the structure of the operator QW-1Q*. 
For this, the x representation is most convenient. 
In this representation, the operator W- l = W 
has the form W = I + Q where Q is an integral 
operator with the kernel 

~ 2 ('" sin kx (1 ) 
flex, y) = ;;: 10 -k- W(k) - 1 

f(x, k) = eik: + 1'" A(x, y)eikY dy, sin ky 2 fl( -() (7.11) X -k- k dk = x - y) - H x + y , (7.19) 

and using the convolution theorem, we find from 
(7.8) that 

A(x, y) + II(y - x) 

where 

H-( ) 1 f'" (1 ) -ikt dk t = 211' _'" W(k) - 1 e • (7.20) 

+ 1" A(x, t)II(y - t) dt = /{(x, y). 
Denote by HI the operator with kernel fl(x - y) 

(7.12) and by H2 the operator with kernel -flex + y). 
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Then, the identity 

[l/W(k)][l/M(k)] = Me -k) 

can be expressed as 

(1 + IT)(I + H 1) = 1 + r*. 

Hence, 

QW-1Q* = (I + IT)(I + H1 + H2)(I + II*) 

= (1 + r* + (1 + IT)H2)(1 + II*) 

= 1 + (I + IT)H2(1 + II ). 

(7.21) 

(7.22) 

(7.23) 

One can easily verify that the second term on the 
right-hand side of (7.23) is an integral operator whose 
kernel depends only on a sum and can be constructed 
using the function 

-( 1 j'" ( () 1) ikt k F t) = 211" -00 S k - M2(k) e d. (7.24) 

For t > 0, F(t) coincides with the function F(t) 
introduced in the preceding section. We now asso­
ciate with F(t) the operator 

that U B and VB are Volterra operators in the x 
representation allows one to easily obtain expres­
sions relating W(k) and S(k) and the kernels K(x, y) 
and A(x, y) in which the latter enter linearly. 

For simplicity, we first assume that there is no 
discrete spectrum. Expressing the equality 

(8.1) 

in the form 

UBW = UB' (8.2) 

and then writing out (8.2) in the x representation, 
we obtain 

K(x, y) + O(x, y) 

+ f K(x, t)O(t, y) dt = R(x, y). (8.3) 

Here 

O(x, y) = ~ fo'" sin/x [W(k) - 1] si~ ky k2 dk. (8.4) 

Ff(x) = 1'" F(x + y)f(y) dy. 
Since R(x, y) = ° for x > y [see (7.2)]. it finally 

(7.25) follows that 

We have thus shown that the completeness and K(x, y) + O(x, y) 

orthogonality relation for the eigenfunctions can be 
written in terms of VB in the following way: + L" K(x, t)O(t, y) dt = 0, x> y. (8.5) 

(7.26) In an analogous way, the relation 

To conclude this section, we point out the signifi­
cance of the various operators in Hilbert space 
which have been applied. By the uniform bounded­
ness of the functions M(k), 1jM(k), W(k), 1jW(k), 
and S(k), the operators M, W, S, W-t, M-t, Q, P, 
and 1 - F are bounded in our Hilbert space. Every 
other operator used, namely, U B, U B, and VB, can 
be obtained from the unitary operator U<+) or 
U<+)· by multiplying by one of the above operators. 
Consequently, each of these operators is a bounded 
operator in our Hilbert space. 

8. INTEGRAL EQUATIONS FOR THE KERNELS 
K(x, y) AND A(x, y) 

In this section, we shall show how the functions 
W(k) and S(k) and the kernels K(x, y) and A(x, y) 
are related. The completeness and orthogonality 
relations for the eigenfunctions expressed in terms 
of U B and VB are such expressions. However, if 
we write them out, for example, in the x representa­
tion, then the kernels K(x, y) or A (x, y) will enter 
nonlinearly. This is found to be unsuitable for 
solving the inverse problem. Nevertheless, the fact 

(8.6) 

gives 

A(x, y) = F(x + y) 

+ 1'" A(x, t)F(t + y) dt, x < y, (8.7) 

F(t) = -.lj'" (S(k) - l)e ikt dk. (8.8) 
211" _'" 

In case there is a discrete spectrum, similar equa­
tions can be obtained by starting directly from the 
representation (4.3) for cp(x, k) and the completeness 
and orthogonality relation in the form (2.6). An 
equation for the transformation operator which re­
lates the solutions cp(x, k) of two different equations 
of the form (1.1) will now be derived. We begin with 
the following relations [cf. (2.6)]: 

rp2(X, k) = rp1(X, k) + f K(x, t)rp1(t, k) dt, (8.9) 

rp1(Y, k) = rp2(Y, k) + f /(t, y)rp2(t, k) dt, (8.10) 
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E C",'Pn.(X)'Pn,(Y) 
ft.-l 

21~ 2 + - 'P,(X, k) Wi(k)'Pi(Y, k)k dk 
'If' 0 

= O(X - y) (i = 1,2). (8.11) 

If both sides of (8.10) are multiplied by 4>.(x, k)· 
W 2 (k)e and integrated with respect to k, and then 
(8.11) for i = 2 is used, there results 

+ I: Cn,'P1(Y, iK".)'P",(x) 
n2=1 

o(X - y) + f R(t, y) o(x - t) dt 

o(X - Y), X> y. (8.12) 

Analogous operations on (8.9) with the use of (8.12) 
then yield 

+ I: C",l(h(X, iK",)'P1(Y' iKn.) 
n2'""1 

+ f K(x, t{; i~ 'Pt(t, k)W2(k)'P1(Y, k)k2 dk 

+ n~ G'n,'P1(t, iKn,)'P1(Y, iKn,} ] dt, x > y. (8.13) 

Subtracting (8.11) for i = 1 from (8.13), we finally 
obtain, after simple computations, 

K(x, y) + n(x, y) 

+ f K(x, t)n(t, y) dt = 0, x> y, (8.14) 

where 

+ I: Cn,'P1(X, iKn,)'P1(Y, iKn.) 
n 2 =1 

(8.15) 

Since the generalization of (8.7) will not be re­
quired later on, its derivation is omitted. Equations 
(8.5) and (8.14) are called the Gel'fand-Levitan 
equations, and (8.7) is called the Marchenko 
equation. 

These equations enable one to solve inverse 

problems, i.e., to reconstruct the operator Lunder 
different formulations. We first apply these equations 
in the solution of the following two problems. 

(1) Given a function W(k) having the properties 
enumerated in Lemma 6.2. To construct an operator 
L with no discrete spectrum for which W(k) is its 
W function. 

(2) Given an operator L1 [Ql(X) f= 0] with no 
discrete spectrum such that W 1(k) is its W function. 
To construct an operator L whose W function is 
W1(k) and which has discrete eigenvalues at pre­
scribed points An = - K! (n = 1, ... ,m). 

The basic problem, i.e., the determination of L 
from its S function and its discrete energy levels, 
will be solvable if these two problems can be solved. 
Let there be given m distinct positive numbers 
Kn (n = 1, 2, ... ,m) and a function S(k) possessing 
the properties enumerated in Lemma 6.3. By the 
procedure of Sec. 6, W(k) can be constructed 
uniquely from this data. If in conjunction with 
problem 1, we now construct an operator L without 
a discrete spectrum for which this W(k) is its W 
function then, by the statements at the end of 
Sec. 6, the S function of this operator will be 

S(k) = S(k) fr (k - ~Kn)2. (8.16) 
n-l k + ~Kn 

If in accordance with problem 2, we now start with 
the operator Ll and construct an operator L which 
has W (k) as its W function and the m points An = - K! 
as its discrete eigenvalues, then L will have the 
initially-given function S(k) as its S function, and 
the basic problem will therefore be solved. 

9. EXISTENCE OF A SOLUTION OF THE GEL'FAND­
LEVITAN EQUATION. SOLUTION OF THE 

FmST PROBLEM 

Let us proceed to solve the two problems formu­
lated in the previous section. To this end, we shall 
make use of the Gel'fand-Levitan equations (8.5), 
(8.4) and (8.14), (8.15), and we therefore first show 
tha.t they have solutions. 

We go directly to the general equation (8.14). 
Let the operator L1 be given. That is, its eigenfunc­
tions 'PI (x, k), its W function W 1(k), its discrete 
eigenvalues A", = - K!, and corresponding nor­
malizing factors C,,' are prescribed. Also, let the 
function W(k) having the properties enumerated 
in Lemma 6.2 and the arbitrary positive numbers 
K" and Cn be prescribed. Assume that the K,. are 
distinct. From this data, we construct the function 
n(x, y) by means of (8.15). By virtue of our given 
conditions, this function will be absolutely inte-
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grab Ie with respect to x or y in any finite interval. 
Equation (8.14) for K(x, y) is an equation with 
respect to the argument y, the kernel and free term 
depending on x as a parameter. For fixed x, this 
equation is a Fredholm equation. Therefore, to show 
that a unique solution exists, it suffices to prove 
that the homogeneous equation has only a trivial 
solution. 

Suppose that for fixed Xo, the equation 

ho(Y) + f' ho(t)fl(t, y) dt = 0 (9.1) 

has a solution. Denote 

hey) = {hooey) for Y ~ Xo, (9.2) 

for y > Xo. 

MUltiplying (9.1) by hey) and integrating with 
respect to y, we obtain 

i'" h2(y) dy + i'" fo'" h(t)fl(t, y)h(y) dt dy = O. 

(9.3) 

The substitution of the expression (8.15) for flex, y) 
in this yields 

In'" h
2
(y) dy + ~ 10'" [10'" h(y)V'l(Y, k) dy T 

X [W2(k) - W1(k)]k 2 dk 

+ t Cn[1o'" h(Y)V'l(Y, iKn) dy T 
n~ Cn,[i'" h(Y)V'n,(Y) dy T = O. (9.4) 

By means of Parseval's equality for the system of 
functions V'l (x, k) this may be simplified to 

; 10'" [10'" h(Y)V'l(Y, k) dy TW2(k)k
2 

dk 

. + ~ Cn[i'" h(y)V'l(y, iKn) dy T = O. (9.5) 

Since W 2 (k) is positive, this implies that hey) is 
orthogonal to the subspace corresponding to the 
continuous spectrum of L. Consequently, W2(k) is 
a linear combination of eigenfunctions of the discrete 
spectrum. But this is impossible since hey) vanishes 
identically for y > Xo, and hence hey) = O. 

The remainder of this section and the two suc­
ceeding sections will be devoted to solving the first 
problem. In so doing, we must consider the equation 

K(x, y) + flex, y) 

+ f K(x, t)fl(t, y) dt = 0, x> y, (9.6) 

flex, y) = ~ 10'" si:kx (W(k) - 1) sink ky k 2 dk, (9.7) 

which was obtained from the condition 

(9.8) 

for the operator U B = I + K. Conversely, we shall 
show that the operator U B = I + K, defined in 
terms of the solution of (9.6), has the property 
(9.8), where the function W(k) only has to satisfy 
the conditions enumerated in Lemma 6.2. 

We note that the solution of (9.6) also determines 
a kernel R(x, y) which is different from zero only 
for x < y: 

j
K(X' y) + flex, y) + 1% K(x, t)fl(t, y) dt, 

R(x, y) = 0 

x < y, (9.9) 

0, x> y. 

With this kernel, we associate the operator R. Let 
VB = I + R. In terms of U B and VB, relation (9.9) 
becomes 

and to prove (9.8), we must now show that 

U B = (V~)-l. (9.11) 

Since W(k) is real, W is self-adjoint. From (9.10), 
it follows that VBU~ = UBWU~ so that VBU~ 
is also self-adjoint. On the other hand, since VB 
and U~ are Volterra opera tors, V B U~ is also a 
Volterra operator and this property together with 
the self-adjointness implies that V B U~ = I. This 
is what we had to show. 

The above reasoning is of a rather formal character 
since no estimates for K(x, y) and R(x, y) were 
given that would have explained the meaning of 
U B and V B as opera tors in Hilbert space. However, 
the relation (9.8), when written out in the x repre­
sentation, only involves integrals over finite in­
tervals of integration (whose existence it is therefore 
not necessary to prove), and this relation may be 
proved starting directly from (9.6). Inasmuch as 
this relation is proven, it is possible to attach mean­
ing to the operator UB' In fact, the function M(k) 
constructed from W(k) by the procedure of Sec. 6, 
is a bounded function and a bounded operator can 
be associated with it, namely, an operator which 
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multiplies by M(k) in the momentum representation. 
Since M(k) ~ 0, the operator M-1 is also bounded. 
From (9.8), we find that U<+) = UBM- 1 is unitary 
and from this follows the boundedness of U B' 

With the operator thus obtained, we define an 
operator L by 

(9.12) 

where Lo is the operator which multiplies by k2 in 
the k representation, which was introduced in Secs. 3 
and 5. Now L = UBLoWU~ by virtue of (9.8), and 
hence, L is self-adjoint because Wand Lo commute. 
On the basis of Theorem 5.2, we can say that L is 
a differential operator in the x representation asso­
ciated with an equation of the form (1.1) with a 
potential given by 

x ~ O. Conversely, it is not difficult to show that 
if the operator VB is formed with respect to a 
solution of (10.1), then UB = (Q*V~)-l is the 
operator formed by using the solution of the 
Gel'fand-Levitan equation (8.5). This implies the 
uniqueness of a solution of (10.1). 

The potential q(x) = 2 dK(x, x)/dx can be ex­
pressed very simply in terms of A(x, y). In fact, 
from (7.12) itfollows that A(x, x) = K(x, x) - TI(O) 
and dA(x, x)/dx = dK(x, x)/dx. If (7.7) is written 
out in terms of K(x, y) and K(x, y), we obtain 

K(y, x) + K(x, y) + f K(t, x)K(t, y) dt = 0, (10.3) 

from which it follows that 

dK(x, x)/dx = -dK(x, x)/dx. 

q(x) = 2 dK(x, x)/dx. (9.13) Finally, 

Equation (9.8) shows that the given function W(k) 
is the W function for L. And so, the first problem 
of Sec. 8 is solved in the sense that an operator L 
has been shown to exist. The properties of the 
potential q(x) obtained in the solution of this 
problem will be investigated in the following section. 

q(x) = 2 dK(x, x)/dx = -2 dA(x, x)/dx. (lOA) 

The solution of (10.1) will now be investigated. 
It turns out that q(x) behaves in many respects 
like the derivative of F(t) for t > O. We shall derive 
some estimates, and we first consider how F'(t) 
behaves in relation to q(x). It is convenient to intro­
duce the functions 

In conclusion, we note that our considerations 
imply that (9.8) determines the Volterra operator 
U B uniquely. This fact was previously used in Sec. 7. 

u(x) = {' Iq(t) I dt, Ul(X) = {' t Iq(t) I dt. (10.5) 
10. MARCHENKO'S EQUATION. THE PROPERTms OF 

THE POTENTIAL The estimates given in Sec. 4 for A(x, y) and 

To study the properties of q(x), we find it con- aA(x, y)/ax can now be expressed as 
venient to use Marchenko's equation IA(x, y) I ~ Ku[!(x + y)] (10.6) 

A(x, y) = F(x + y) laA(x, y)/ax + lq[!(x + y)]1 

+ 100 

A(x, t)F(t + y) dt, x < y, (10.1) ~ Ku[!Cx + y)]u(x). (10.7) 

in which 
In (10.1), we set x = y. Then 

1 fOO F(t) = 211' -00 [S(k) - 1] exp (ikt) dk. (10.2) 
A(x, x) = F(2x) + 100 

A(x, t)F(t + x) dt (10.8) 

or 
The existence of a solution of (10.1) will not be 
proved. Instead, we show that (10.1) is equivalent 
to the Gel'fand-Levitan equation (8.5) provided, 
of course, that the corresponding functions W(k) 
and S(k) are related by the formulas of Sec. 6. 
In the preceding section, it was shown that the 
Gel'fand-Levitan equation (8.5) and the relation 
UBWU~ = I for the operator UB = I + K are 
equivalent. By repeating the reasoning of Secs. 7 
and 8, we find that VB = -0 BQ-l is an operator 
which can be constructed using the solution A(x, y) 
of (10.1). Therefore (10.1) has a solution for any 

F(2x) = A(x, x) - 2 100 

A(x, 2t - x)F(2t) dt. (10.9) 

The last equation may be solved by the method of 
successive approximations and the following esti­
mate for its solution may be derived: 

1F(2x) I ~ Ku(x). (10.10) 

Differentiation of (10.9) with respect to x and the 
use of the inequalities (10.7) and (10.10) then yield 

IF '(2x) + lq(x) I ~ Ku2(x). (10.11) 
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Conversely, we now consider the question, how q(x) 
relates to F'(t), for which it is convenient to trans­
form (10.1) into 

A(x, x + y) = F(2x + y) 

+ fooo A(x, x + t)F(2x + t + y) dt. (10.12) 

Let F. denote the operator 

F,g(y) = fooo g(t)F(2x + t + y) dt. (10.13) 

Because (10.1) has a unique solution for any x 
and since the norm of F, is small for large x, the norm 

I1%F(2x + y) + 100 

B( ) I1.F(2x + t + y) dt 
h 0 x, Y h 

(10.21) 

can be estimated, uniformly in h, because of the 
differentiability of F(t), whence follows the dif­
ferentiability of B(x, y). Moreover, just as in the 
above way, we obtain an estimate for aB(x, y)/ax: 

fooo I:: (x, y)1 dy :::; KT(2x). (10.22) 

This, in turn, leads to the estimate 

IdA (x, x)/dx - 2F (2x) I :::; K /(2x) (10.23) 

of (1 - F.)-I is uniformly bounded in .c1(0, co). or 
Hence, 

foOO IA(x, x + y)1 dy 

= 100 

IA(x, y) I dy :::; K 1~ IF(t) I dt. (10.14) 

Introduce now the notation 

IF'(2x) + lq(x) I :::; K T2(2x). (10.24) 

Thus the inequalities (10.11) and (10.24) explicitly 
show the analogous behavior of q(x) and F'(2x). 
In particular, if 

foOO x Iq(x) I dx < co (10.25) 

T(X) = {O IF'(t) I dt, TI(X) = 100 

t IF'(t) I dt. then 

foOO x IF'(2x) I dx < co, (10.15) 

Then, 

IF(x) I :::; 100 

IF'(t) I dt = T(X). (10.16) 

From (10.1) and the inequality (10.14), we obtain 
the uniform estimate 

IA(x, y)1 :::; KT(X + y). (10.17) 

We next consider the differentiability of A(x, x), 
and we set 

B(x, y) = A(x, x + y). (10.18) 

The difference quotient 

I1.B(x, y)/h = [B(x + h, y) - B(x, y)]/h (10.19) 

(10.26) 

and conversely. These inequalities may also be used 
to establish necessary and sufficient conditions on 
the S function assuring that the corresponding 
potential decreases like x-n or exponentially, or 
vanishes identically for x > A, etc. A precise formu­
lation of these conditions will not be given here 
because of the lack of space. 

11. KREIN'S EQUATION. ASYMPTOTIC BEHAVIOR 
OF 'P(k, x) 

The eigenfunctions ~(x, k) of the operator L are 
formed according to the formula 

( k) = sin kx + l' K( ) sin ky d ~ x, k 0 x, Y k y. (11.1) 

These functions behave asymptotically like [ef. 
satisfies an equation of the same type as does (1.21)] 
B(x, y): 

I1,B(x, y) _ I1xF(2x + y) 
h - h 

+ fooo B(x, t) I1%F(2x t t + y) dt 

+ fooo I1%Br' t) F(2x + 2h + t + y) dt. (10.20) 

The free term 

~(x, k) ~ [A(k)/k] 

X sin [kx - 'l'/(k)] , (11.2) 

in which A(k) and TJ(k) are, respectively, the modulus 
and argument of the M function of L which is 
uniquely determined by W(k) by the relation 

W(k) = l/[M(k)M( -k)] (11.3) 

and the condition of analyticity (see Sec. 6). 
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It is not easy to deduce the asymptotic expression 
(11.2) directly from (11.1). Another representation 
for ~(x, k) will therefore be obtained from which 
(11.2) can be deduced without difficulty. Of course, 
this representation not only serves to prove (11.2), 
but the procedure used to obtain it is interesting 
per se, in that it reveals more completely the struc­
ture of the kernel A(x, y) of the transformation 

We now note some properties of Ga(x, t). Dif­
ferentiation of (11.10) with respect to a shows that 
G.(x, t) satisfies 

8G.(x, t)/8a = G.(x, a)G.(a, t). (11.12) 

Also, 

G.(t, s) = Ga(a - t, a - s). (11.13) 

operator. 
The starting point IS 

equation 

We next express q(x) = 2 dK(x, x)/dx in terms of 
the Gel'fand-Levitan r2Z(t) = G2z (0, t): 

K(x, y) + !"lex, y) 

+ f K(x, t)!"l(t, y) dt = 0, y < x, 

in which 

!"lex, y) = ~ foo sin kx[W(k) - 1] sin ky dk. 
7r 0 

We can obviously write 

!"lex, y) = H(x - y) - H(x + y), 

where the function 

(11.4) 

(11.5) 

(11.6) 

q(x) = 2 dG2z(0, O)/dx - 2 dG2z(0, 2x)/dx. (11.14) 

If the notation 

(11.15) 

is introduced, then by virtue of (11.12) and (11.13) 

q(x) = -dA(x)/dx + A2(x). (11.16) 

This last formula enables us to reduce our second­
order differential equation containing q(x) to a 
system of equations of the first order. Thus, 

d2/dx2 
- q(x) = [d/dx - A(x)][d/dx + A(x)] 

(11.17) 1100 

H(t) = - [W(k) - 1] cos kt dk 
7r 0 

(11.7) and the equation 

is the one previously introduced in Sec. 6 [see (6.6)]. -y" + q(x)y = ey (11.18) 

If a solution K(x, y) is sought in the form is equivalent to the system 

K(x, y) = r 2z(x - y) - r 2.(x + y), 

then one obtains for r2z (t), the equation 

(11.8) 

r 2z(t) + H(t) + fZ r2.(s)H(s - t) ds = 0, (11.9) 

which is equivalent to (11.4). This is an equation 
for r 2Z(0 in the argument t, x playing the role of 
a parameter. This fact underscores the unsym­
metric dependence of r 2z(t) on its arguments. We 
shall call (11.9) Krein's equation. Knowing its 
solution, we can easily find the kernel K(x, y), and 
together with it, the potential q(x) and the solution 
~(x, k). However, these functions can be expressed 
directly in terms of r2z(t), as follows. 

If we denote by G.(x, t) the resolvent of the 
kernel H(x - t) on the interval (0, a): 

G.(x, t) + H(x - t) 

dy/dx + Ay = kZ,} 

-dz/dx + Az = kyo 
(11.19) 

In certain cases, this system turns out to be more 
convenient than the original equation (11.18). Let 
us now express the solution q;(x, k) in terms of 
r2z(t): 

sin kx 1z 
sin ky 

q;(x, k) = -k- + 0 r 2ix - y) -k- dy 

1
z sin ky - 0 r2zCX + y) -k- dy 

= sink kx + fZ r 2z(t) sin k(~ - t) dt 

= ~ 1m [eikZ( 1 + {Z r2Z(t)e-ikt dt) J. (11.20) 

When x ~ co, we find that 

+ f G.(x, s)H(s - t) ds = 0, 

then 

(11.10) ~(x, k) ~ i 1m [eikZ( 1 + 10
00 

r(t)e- ikt dt) 1 (11.21) 

where ret) = limz ... ., r 2z(t) is the solution of the 
(11.11) equation 
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ret) + H(t) + 10''' r(s)H(t - s) ds = O. (11.22) (a(x) , ~(y}) + (1J!(x) , ~(y» 

+ ( fo% RCt) dta(x) , ~(y») = O. 
That is, this equation is satisfied by the function j, (12.5) 

rCt) = -.l J'" (M(k) - l)e- ikt dk, 
211" _'" 

(11.23) Here RCt) is the tensor product of the vectors ~Ct) 
and ~(t), i.e., the matrix with elements 

introduced in Sec. 6 [see (6.3)]. This is not difficult rikCt) = CPi(t)1/;kCt) (i, k = 1, .. , , m). (12.6) 
to show if one takes the Fourier transform of the 

Consider the matrix 
identity (11.3) re-expressed in the form 

(W(k) - l)(M(k) - 1) + (M(k) - 1) 

+ (W(k) - 1) = I/M( -k) - 1, (11.24) 

and takes into consideration that 11M( -k) is 
analytic in the lower half-plane. Thus, from (11.21), 
it follows that 

cp(x, k) --7 (11k) 1m {M( _k)e- ikx
} (11.25) 

as x --7 <Xl and this, in turn, yields the asymptotic 
behavior (11.2). 

12. RELATIONSHIP OF THE OPERATORS TO THE 
DISCRETE SPECTRA 

In line with our program, we have completed 
the solution of the first problem and in this section 
we solve the second problem. We must consider 
the Gel'fand-Levitan equation (8.14) for the case 
where the given operator L1 has no discrete spectrum, 
i.e. all Cn, = 0, and where the required operator has 
the discrete eigenvalues An = - K~ (n = 1,2, ... ,m) 
with corresponding normalizing factors Cn and the 
same W function as L 1 • The equation in this case 
is given by 

K(x, y) + n(x, y) 

+ f K(x, t)n(t, y) dt = 0, x> y, (12.1) 

with 
m 

n(x, y) = 1: CnCP1(X, iKn)CP1(Y, iKn). (12.2) 
n-1 

Vex) = I + f R(t) dt. (12.7) 

The general result on the existence of a solution of 
the Gel'fand-Levitan equation enables us to say 
that the matrix Vex) has an inverse for all x. How­
ever, from its definition, one may easily verify that 
Vex) is positive-definite. 

By virtue of (12.4) and (12.5), we have 

K(x, y) = -[V(X)-l~(X),~(y)], (12.8) 

and, in particular, 

K(x, x) = - [V(X)-l~(X),~(x)] = -Tr [V(x)-lR(x)] 

-Tr [ V(X)-l d~ Vex) ] 

....:. d~ In det V(x) , (12.9) 

since 

R(x) = dV(x)ldx. (12.10) 

By an analysis of the general Gel'fand-Levitan 
equation (8.14) similar to that previously carried 
out for (8.5), it may be shown that in the x repre­
sentation, the operator 

(12.11) 

defined in terms of the solution K(x, y) of this 
equation, is a differential operator with a potential 
q(x) = q1(X) + ~q(x), where 

~q(x) = 2 dK(x, x)ldx. (12.12) 

This is an equation with a degenerate kernel and is Moreover, its eigenfunctions are determined by 
easily solved. For this, it is advantageous to use 
vector notation. Thus we write!:l(x, y) in the form cp(x, k) = IP1(X, k) + f K(x, Y)IPl(y, k) dy, (12.13) 

n(x, y) = (~(x),<g(y», (12.3) 

where ~(x) and<g(y) are vectors with the components 
C"IPl(X, iKn) and IP1(y, iKn), respectively. We seek 
a solution of (12.1) in the form 

K(x, y) = (a(x),<g(y», (12.4) 

and the Gel'fand-Levitan equation becomes 

its W function is the function W(k), and the quanti­
ties An = - K~ (n = 1, .,. , m) are the points of 
its discrete spectrum. Such an analysis will not be 
carried out, and the above statements for the 
problem in question will be proved by other simpler 
means. In Sec. 15, it will be shown that the function 
cp(x, k) determined by (12.13) is a solution of (1.1) 
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with a potential q(x) = ql(X) + aq(x), where 
aq(x) is given by (12.12). In this section, the proper­
ties of these functions will be examined. 

By (12.8), (12.9), and (12.12), the following 
formulas for aq(x) and ~(x, k) hold: 

aq(x) = -2(d2/dx2) In /!V(x)/I, 

/I Vex) /I = det V(x) , 

II Vex) 1J!(x) III ~(x, k) = ~(x, k) ~l(X, k) /IV(x)/I. 

(12.14) 

(12.15) 

The determinant in the numerator of (12.15) is that 
of the matrix obtained by bordering the matrix Vex) 
with the vectors 1J!(x) and ~(x, k) and the function 
~l(X, k), where 

~(x, k) = {'O(Y)~l(Y' k) dy. (12.16) 

The M function of L can be found from the asymp­
totic expansion of the solution ~(x, k). We next 
investigate this asymptotic behavior and also the 
properties of the potential increment aq(x) directly 
from (12.14) and (12.15), confining ourselves, for 
simplicity, to the case m = 1. We make use of the 
fact that ~I(X, ia), a > 0, behaves asymptotically 
like [see (1.7)] 

~l(X, ia) = Ne"Z[1 + o(I)J, 

and 

(x -+ (0), (12.17) 

~I(X, ia) = x[1 + o(I)Jx, (x -+ 0). 

Express ~(x, k) as the sum of two terms 

~(x, k) = (1/2ik)[h(x, k) - hex, -k)], 

where 

hex, k) = M( -k) exp (ikx) + 0(1) 

as x -+ 00. Equation (12.15) then yields 

hex, k) = h
1
(x, k) _ C~I(X, iK) 

1 + C fa [~I(t, iK)J2 dt 

X { ~l(X, iK)h1(x, k) dx 

(12.18) 

(12.19) 

(12.20) 

M ( k)[ 
ikz CNe"Z N ikZ+<Z] = - e - --e 

I C(N2/2K)e2KZ K + ik 

+ 0(1) = M 1( -k) kk + ~K eikz + 0(1), (12.21) 
- 'tK 

so that 

(12.22) 

Hence, it follows that A = - i is an eigenvalue of L. 

Let us now consider aq(x). By virtue of its defini­
tion (12.7), Vex) is twice differentiable even if the 
potential ql (x) for the given operator is a generalized 
function with 5-type singularities. Therefore, aq(x) 
is always an ordinary summable function. As x -+ 0, 

d2 {z " 
aq(x) = -2 dx2 In 1 + C fa t

2[1 + o(1)J dtl 

= -4Cx[1 + o(I)J, (12.23) 

and as x -+ 00, 

a ( ) = -2 V"(x) Vex) - (V'(X»2 
q x V 2(x) 

= - (2/C)(2K)3e-2<Z [1 + o(I)J. (12.24) 

If m > 1, asymptotic forms similar to (12.23) and 
(12.24) still hold for aq(x), in which C = E:=I Cn 

in (12.23) and C = Cn K = Kr in (12.24), Kr being 
the smallest of the K,.. At all events, 

loW x /aq(x) / dx < 00. (12.25) 

The solution of the second problem of Sec. 8, 
except for the one statement to be proved in Sec. 15, 
is thus complete. The solution is given by (12.14) 
and (12.15). In these formulas, CI , C2 , ••• Cm may 
be any positive numbers, so that we have an m­
parameter family of solutions. Formula (12.14) is 
the formula for the equivalent potentials given by 
J ost and Kohn. 

This simultaneously completes the solution of the 
basic inverse problem. The results obtained in Sees. 
9 to 12 are summarized in the following theorem. 

Theorem 12.1. Any function S(k) with the properties 

(1) /S(k)/ = S(oo) = S(O) = 1, 

(2) S( - k) = S(k) = S-l(k) , 

(3) S(k) = 1 + L: F(t) exp (-ikt) dt, 

where L: /F(t) / dt < 00, 

(4) arg S(k) r:", = -4i1l'm, m ~ 0, 

is the S function of some operator having m negative 
eigenvalues and a continuous spectrum along the half­
ray (0, (0). In the x representation, it is a differential 
operator of type (1.1) with a potential that may be a 
generalized function such as the derivative of a locally 
summable function. 

In order for the condition f~ x Iq(x)1 dx < 00 to hold, 
it is necessary and sufficient that f~ t IF'(t) I dt < 00. 
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If m > 0, the potential is not uniquely determined. 
An m-parameter family of potentials exists such that 
the associated operators have S(k) as their S function 
and the given quantities X,. = - K! as eigenvalues. 

13. OPERATORS WITH M FUNCTIONS DIFFERING 
BY A RATIONAL FACTOR 

The general Gel'fand-Levitan equation was solved 
in closed form for the case treated in the preceding 
section. This is not the only situation in which this 
is possible. It turns out that one may explicitly 
solve the operator equation for the transformation 
operator relating two operators L1 and L2 whose 
M functions differ by a rational factor. We shall 
consider the case where the given operator L1 with 
potential q1(X) has no discrete spectrum, and we 
shall construct the operator L2 whose M function 
is given by 

lIN k + ial 
M2(k) = M1(k) H k + i{3l' al > 0, {31 > o. 

(13.1) 

The condition (31 > 0 assures that M2(k) will be 
regular in the upper half-plane. The condition al > 0 
does not disturb the generality of the discussion for 
since 

k-ia_k-iak+ia 
k + i{3 - k + ia k + i{3 , 

we may first consider the transformation 

(13.2) 

(13.7) 

where 
N / N 

Ai = II ({3~ - a~) II (a~ - a~), 
1-1 i_I 

(13.8) 

then Q(x, y) may be expressed in the form 

21"" N Al Q(x, y) = - ipl(X, k) L: k2 + 2 
7r 0 1-1 al 

N 

X W1(k)ip1(y, k)k2 dk = L: AIga,(x, y). (13.9) 
1-1 

Here, ga(x, y) is the resolvent kernel of the operator 
L1 for X = - a

2
• In Sec. 2, it was seen that 

ga(x, y) = ip1(X, ia)ft(y, ia)/M1(ia) , 

x < y, ga(x, y) = ga(y, x), (13.10) 

is a solution of 

[_d2/dx2 + ,l + ql(X)]ga(X, y) = o(x - y). (13.11) 

Now, any solution of 

- if;"(x) - eif;(x) + q1(x)if;(x) = 0 (13.12) 

satisfies 

(a2 + e) { ga(X, y)if;(y) dy 

= if;(x) + [ga(X, y); if;(y)] 1==:, (13.13) 
where 

[ip(x); if;(x)] = ip'(x) if;(x) - lP(x) if;'(x). (13.14) 
M(k) = Ml(k)(k - ia)/(k + i(3), (13.3) We now seek a solution of (13.5) in the form 

and then perform the transformation 

(13.4) 

as was done in the preceding section. 
We shall also assume that the al and (31 are all 

distinct. The equation for the related transformation 
operator is given by 

K(x, y) + Q(x, y) 

+ { K(x, t)Q(t, y) dt = 0, y < x, (13.5) 

N 

K(x, y) = L: aj(x)ip~(y), (13.15) 
i-I 

where 

(j = 1, ... ,N). (13.16) 

The substitution of (13.15) into (13.5) gives 

~ aj(x)IP~(Y) + ~ Alip~(y) f~:: 
N N 1~ + ~ ~ Alai(X) 0 ip~(t)g~(t, y) dt = O. (13.17) 

Q(x, y) = ~ 1"" IPI(X, k)[W
2
(k) - W1(k)]ipl(Y, k)k2 dk By (13.13), the last term can be transformed as 

7r 0 follows: 

(13.6) 

If the term in brackets is resolved into partial 
fractions: 

t. it Alaj(x) i~ 1P~(t)g~(t, y) dt 

N N A 
= L: L: aj(x) a2 _I (32 IP~(Y) 

,-1 1-1 I j 

N N 

+ ~ t:t aj(x)[g~(x, y); ip~(x)] a~ ~l {3r (13.18) 
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The first term in this cancels with the first term in 
(13.17), and (13.17) may therefore be written as 

~ Alr}iy
) [f~(X) + ~ W li (x) aj (x) ] = 0, (13.19) 

where 

as before, however, ~q(x) no longer tends to zero 
when x ~ O. Let us consider one factor for simplicity. 
From (13.24), we have 

W(x) = W(O) + f Mx, ia)'Pl(x, i(3) dx. (13.30) 

(13.20) But from (13.20), it follows that 

It is again advantageous to use vector notation. 
Due to the linear independence of the 'P~, (13.19) 
is equivalent to 

and hence 

W(O) = Ml(ia)/(a2 
- (32) 

f(x) + W(x)a(x) = 0, 

from which it follows that 

W(x) = ~¥_I(ia{3)2 (1 + (a2 
- (32) x

2

2 
[1 + 0(1)]), 

(13.21) ~ 

a(x) = - W-I(x)f(x) (13.22) 

and 

K(x, y) = (a(x) ,~(y» = - (W-I(x)f(x) , ~(y». (13.23) 

The basic property of the elements of the matrix 
W(x) is similar to the property (12.10) of the ele­
ments of the matrix ll(x): 

dWlj(x)/dx = f~(x)'P~(x). (13.24) 

This relation enables one to again obtain elegant 
expressions for ~q(x) and 'P2(X, k): 

~q(x) = -2(d2/dx 2
) In IIW(x)ll, (13.25) 

(13.31) 

~q(O) = - 2(a2 
- ~). (13.32) 

The above formulas may be used to determine the 
potential approximately for a given S(k). Any S(k) 
may be approximated by a rational function SR(k). 
The corresponding approximate function M R(k) is 
then given by a product 

M R(k) = fr k + ~al. (13.33) 
1-1 k + Z{31 

The potential constructed from this function can 
be written in terms of trigonometric functions. 
Generally speaking, its asymptotic behavior will 
differ from that of the exact solution. But in some 

II 
W(x) f(x) III 

'P2(X, k) = ~(x, k) 'PI(X, k) IIW(x)ll, 
average sense, the behavior of the potential will be 

(13.26) described by the approximate solution rather well. 

where 

(3 .( k) = ['P~(x);'PI(x,k)] = JX ~(t) (t k) dt 
1 x, (3~ + k2 0 'P, 'PI, . 

(13.27) 

The result (13.25) is called Bargmann's formula. 
In Sec. 15, it will be shown that 'P2(X, k) actually 

is a solution of (1.1) with the potential q2(X) = 
Ql(X) + ~q(x). The asymptotic form of 'P2(X, k) 
can be deduced directly from the explicit form of 
(13.26) just as was done in the preceding section. 
I t is given by 

'P2(X, k) = (1/(2ik) 

X LM2( _k)e ikX 
- M 2(k)e- ikX

] + 0(1), (13.28) 

where 

As an example, take the function 

M(k) = (k + ia)/(k + i(3). (13.34) 

The corresponding phase is given by 

a{3 1 1 
cot T}(k) = a _ {3 k + a _ (3 k, (13.35) 

and there is no discrete spectrum. For the potential 
q(x) one obtains 

(32«(32 - a?) 
q(x) = 2 ({3 cosh {3x + a sinh (3X)2 (13.36) 

The expression for 'P(x, k) is more involved and will 
not be given. 

14. THE CASE 1 > 0 

Equation (1.1), heretofore considered, is a par­
ticular case of 

lIN k + ial 
Mik) = Ml(k) k + "(3 , 

1-1 Z I (13.29) L;I) = _y" + [q(x) + l(l + 1)/x2Jy = s2y, (14.1) 

and this proves the correctness of our solution. which results when variables are separated in the 
The behavior of ~q(x) as x ~ 0 or x ~ co is easily three-dimensional Schr6dinger equation with a 

analyzed. For x ~ 0, ~q(x) decreases exponentially spherically-symmetric potential q(x): 
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-,;;lU + qu = iu. (14.2) 

In this section, the properties obtained in the 
preceding sections for the operator L will be ex­
tended to the operator L (I). Let 

<pci l) (x ,s) = (I/S1+l)jI(SX), (14.3) 

fci l) (x , s) = (i)!+lh;l)(SX), (14.4) 

where il(X), hi1)(x) are spherical Bessel functions. 
The spherical function corresponding to any cylin­
drical function is given by 

ZI(X) = (!'II"X/12ZI+1I2(X) (l = 0,1,2, ... ). (14.5) 

The above functions behave in the following way: 

<p~I)(x, s) Ix~o = lX
I +l/(2l + 1) !!J[l + 0(1)], } 

<pcil)(x,s) lx-eo = (1/s l
+

1
) sin (sx - !l'll") + 0(1), 

f6 D (x, s) 1 .. -0 = [i\2l - l)!!j(sx)I][l + 0(1)], 

fcil\x, s) I" .... eo = e'sz + 0(1). 

(14.6) 

(14.7) 

They play roles in the case l > 0 analogous to 
sin (sx)/x and eiu

• The solutions <p(I)(x, s) and 
f(l)(x, s) [the generalizations of <p(x, s) and f(x, s)], 
are determined by the conditions 

lim [(2l + 1)!!jXI+1]<p(11(X, s) = 1, 
x-o 

(14.8) 

(14.9) 

The integral equations, similar to (1.5) and (1.6) 
and equivalent to (14.1) with the conditions (14.8) 
and (14.9), are given by 

<p(l)(x, s) = <p~I)(x, s) 

+ f J(I)(Sj x, t)q(t)<p(l)(t, s) dt, 

tl)(x, s) = fJl)(x, s) 

- La> J(l)(Sj x, t)q(t)f'l\t, s) dt. 

Here, 

J(l)(Sj x, t) = (is) I [<P6/) (x, S)f6l}(t, -s) 

- <p~ll(t, s)fcil)(x, -s)]. 

(14.10) 

(14.11) 

(14.12) 

By means of these equations, the results of Sec. 1 
carryover with respect to the behavior of <p(!)(x, s) 
and 1'1) (x, s) in the complex s plane and for large x, 
etc., under the supposition that the potential q(x) 
satisfies the condition 

10'" x Iq(x) I dx < 00. (14.13) 

Thus, for example, <p (l) (x, s) is an entire function of s, 
f(l)(x, s) is analytic in s in the half-plane T > 0, 
and 

(14.14) 

(14.15) 

For large lsi, 1'1) (x. s) behaves asymptotically like 

f{l)(x, s) = e"" + 0(1), T 2: o. (14.16) 

For real s, <p (/) (x, k) can be expressed in terms of 
f(ll(x, k): 

<p(l)(x, k) = (1/2ik)(I/ik)'[f(l)(x, k)M(l) ( -k) 

(14.17) 

where 

M (l)( ) l' (sx) If(/)( ) 
S = .. ~ i'(2l- I)!! x,s. (14.18) 

The function M(I)(S) has the same properties as 
M(s), enumerated in Lemma 1.6. However, the 
formula for the normalization constant Cn becomes 

C~ll = leo [<p(Z)(x, iKn)]2 dx 

M(iKn) [. f(l)(x, iKn)]-l 
= 2iK~+1(2l + I)!! ~~ XI + 1 

• 
(14.19) 

As before. we assume that M OJ (0) ~ O. As earlier, 
the condition M(I)(O) = 0 is not stable, and there­
fore our restriction is of no consequence. With this 
assumption, the solution <p (l) (x, 0) behaves asymp­
totically for large x like 

<p(l)(x,O) = AXI+l[l + 0(1)]. (14.20) 

The results concerning the expansion theorem, the 
existence of transformation operators, and the 
asymptotic expansion of the solution of the Schro­
dinger equation for large time all generalize to the 
present case. Thus, the completeness relation for 
the eigenfunctions becomes 

'" L: Cn<Pn(x)<Pn(Y) 
n=1 

+ 21'" (1)( k) 1 
;: 0 <p x, M(/)(k)M(l)( -k) 

X <p(I)(y, k)k2U
+1) dk = 6(x - y). (14.21) 

Furthermore, the following representations for 
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'P(l)(x, s) and f(l)(x, s) hold: 

1O(l)(X, 8) = lO~o(X, 8) 

+ { K(l)(x, t)IO~l)(t, 8) dt, 

to(x, s) = f6l)(x, s) 

+ £00 A (/)(x, t)fb!)(t, 8) dt. 

(14.22) 

(14.23) 

The scattering operator associated with L(I) is 
determined by the formula 

S(l)(k) = M(/)( -k)/M(l)(k). (14.24) 

This same function occurs in the asymptotic repre­
sentation of the normalized eigenfunction 1/; (I) (x, k) = 
(ik) I'P (Z) (x, k)/M(!)(k): 

1/; (I) (x, k) I~-> .. 

= 2~k [S(l)(k)e ikz 
- (_l)le-ik.,] + 0(1). (14.25) 

As before, these results allow one to solve the 
inverse problem, i.e., the reconstruction of L (Z) from 
its S function. Thus the kernel K (l) (x, y) satisfies 
the equation 

K(l)(x, y) + n(l)(x, y) 

+ { K(!)(x, t)n(!)(t, y) dt = 0, x > y, (14.26) 

where 
... 

n(l)(x, y) = :E CnlO~I)(X, iKn)'Pci'\y, iK,,) 
,,-1 

(14.27) 

By a repetition of our earlier reasoning, this equation 
can be shown to have a unique solution, and the 
completeness relation (14.21) can be derived for 
the functions 'P (I) (x, k), determined by its solution 
K(I)(x, y) according to (14.22). Moreover, a dif­
ferential equation of the form (14.11) can be derived 
for 'PU)(x, k). However, tracing the relationship 
between S(I)(k) and the potential q(x) by means of 
Eq. (14.26) or the analog of the Marchenko equation 
turns out to be difficult. This is due to the fact that 
the kernel of Eq. (14.26) is expressed in terms of 
Bessel functions for which there is no simple addition 
formula such as exists for the trigonometric func­
tions. Of course, conditions such as (6.7) and (6.9) 
still hold for the S function in the present case. 

As to the analog of (6.8), it is not clear beforehand 
that it is convenient to formulate one in terms of 
the Fourier transform of S(Z)(k). One might have 
thought that the Fourier transform naturally arises 
in the case I = 0 because we are dealing with 
trigonometric functions. All the more surprising is 
the fact that the behavior of the S function for 
VI) turns out to be no different than that of the 
S function for L (0). More precisely, we have 

Theorem 14.1. If S(k) is the S junction for the 
operator L (I) associated with the differential equation 
(14.1) with potential q(x), then it is also the S function 
ofanoperatorL(m) foranym = 0,1,2,···, I + 1,···, 
where the corresponding potential q(m)(x) behaves like 
q(x) as x ~ 0 and x -7 co. 

The proof of this theorem will be given in the 
following section. Also, the sense in which the 
behavior of the potentials q (x) and q (m ) (x) is analo­
gous will be made more precise there. 

IS. TRANSFORMATION OF STURM-LIOUVILLE 
TYPE EQUATIONS 

In the preceding sections, we mentioned repeatedly 
that a number of statements would be proved in 
Sec. 15 on the basis of a certain general method. 
The essence of this method will now be presented 
from which these statements will then follow. 

Let Yo(x) be some particular solution of 

-y" + q(x)y = AY (15.1) 

for A = Ao which does not vanish in the neighbor­
hood of the point x = a. Consider the expression 

Yl(X, A) = [y(x, A)i Yo(X)J/[(A - Ao)YO(X)], (15.2) 

where y(x, A) is an arbitrary solution of (15.1) and 
[10; 1/;] is the Wronskian of 10 and 1/;: 

['P; ~] = 1O'(X)1/;(x) - IO(X)1/;'(x). (15.3) 

Lemma 15.1. The function Yl(X, A) is a solution 
of (15.1) with a potential ql(X) = q(x) + ~q(x), where 

~q(x) = -2 ix ~:~:~ = -2 d~'i In Yo(x). (15.4) 

To prove this, we note that any two solutions of 
(15.1) satisfy the equality 

i!:.. [y(x, )\1); y(x, )\2») = ( A) ( A ) 
dx Al - A2 Y x, 1 11 x, 2· (15.5) 

Therefore, 

Y'(x A) = y(x A) _ [y(x, A); Yoex)] y'(x) 
1 , , ()\ _ Ao)Y~(X) 0 

= y(x,)..) - Yl (x, A)V(X) , e15.6) 
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where the function vex) = y~(x)/Yo(x) is a solution This requirement is somewhat stronger than the 
of the Riccati equation condition imposed on the potential in Sees. 1 and 14, 

v'(x) + v2 (x) = q(x) - Ao. (15.7) namely, 

10'" x /q(x)/ dx < (Xl, Differentiating (15.6) once and using (15.2), (15.6), 
and (15.7), we find that 

yf'(x, X) = y'(x, X) - yf(x, X)v(x) - Yl(X, X)v'(x) 

= y'(x, X) - y(x, X)Y6(X)/Yo(x) 

+ Yl(X, X)v2(x) - Yl(X, X)v'(x) 

= - [y(x, X); Yo(x)]/Yo(x) 

+ Yl(X, X)[v2(x) + v'(x)] - 2Yl(X, X)v'(x) 

= [Ao - X + v2(x) + v'(x) - 2v'(X)]Yl(X, X), 

i.e., 

- yf'(x, X) + ql(X)Yl(X, X) = XY1(X, X). (15.8) 

This proves the lemma. 
Formula (15.2) is meaningful only if X rf Xo• 

lf A = Ao, one of the solutions of the transformed 
equation is 

(15.9) 

As a second linearly independent solution, one may 
take 

J" dt 1 J" 2 YIO(X) = ZlQ(x) Z~o(t) = Yo(x) Yo(t) dt. (15.10) 

Of course, the solutions (15.9) and (15.10) may be 
deduced from (15.2) by a limiting process. Con­
versely, the function y(x, X) is expressible in terms 
of solutions of the transformed equation. For this 
it suffices to note that (15.9) yields 

(15.14) 

but it simplifies considerably all of the calculations. 
In this case, (15.1) will be said to have an l singularity 
at x = O. Two types of solutions exist in the neighbor­
hood of x = 0, one regular: 

y(x, X) = C(X)x l +1[1 + O(x')], (15.15) 

and the other irregular: 

z(x, X) = [D(X)/x l ][l + O(x')]. (15.16) 

Evidently, all regular solutions differ only by a factor. 
We now perform a transformation using a regular 

solution y(x, Xo) of (15.1). As a result, to the poten­
tial q(x) is added the term 

llq(x) = -2(d2/dx 2
) In XI+l[l + O(x')] 

= 2(l + 1)/x
2 + 0CL) (15.17) 

so that the equation has an (l + 1) singularity at 
x = O. In the derivation of (15.17), the asymptotic 
representation for llq(x) has been differentiated, but 
this can be rigorously justified. 

Let us observe what happens to a regular and ir­
regular solution under our transformation. By virtue 
of (15.5) and (15.15) 

[y(x, X); y(x, Xo)] = 1" yet X)y(t X) dt 
(X - Xo) 0" 0 • 

(15.18) 

Therefore, 

Y6(X)/Yo(X) = -zfO(X)/ZlO(X) (15.11) Yl(X, X) = C(X) { X2 (1+1)[1 + O(x')] dX/X I +1 

and, therefore, (15.6) can be written in the form 

y(x, X) = yf(x, X) - Yl(X, X)zfO(X)/ZlO(X) 

= [Yl(X, X); ZlO(X)]/ZlO(X). (15.12) 

This expression defines the transformation inverse 
to (15.2). 

Thus far, we have considered the transformation 
(15.2) in the neighborhood of x = a where the map­
ping solution Yo does not vanish. We now describe 
the behavior of the solution of the transformed 
equation when this condition fails to hold. With the 
application to (1.1) and (14.1) in mind, we shall 
assume that the singular point occurs at x = 0 
and that in the neighborhood of x = 0, the given 
potential has the singular behavior 

q(x) = l(l + 1)/x2 + O(l/x2-<) , E > O. (15.13) 

= C(X) xl+2[1 + O(x')] 
2l + 3 . (15.19) 

Furthermore, 

[Z(x, X); y(x, Xo)] 

= (2l + 1) D(X)C(Xo)[l + O(x')] (15.20) 

so that 

Zl(X, X) = [(2l + 1) D(A)/XI+l][1 + O(x')]. (15.21) 

In the following, (15.2) will be used to transform a 
regular solution and (15.12) to transform an ir­
regular one. We have thus shown that under a 
transformation with a regular solution, the l sin­
gularity at the origin is increased by one, and regular 
and irregular solutions go into regular and irregular 
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solutions, respectively. It is not difficult to see that 
transforming with an irregular solution lowers the 
l singularity of the equation by one but again pre­
serves the nature of the respective solutions. 

Thus, to obtain an equation having the same l 
singularity as the given equation, we must perform 
two successive transformations, the first using a 
regular solution of the given equation and the second 
then using an irregular solution of the transformed 
equation. It turns out that the transformations con­
structed in Secs. 12 and 13 by means of the Gel'fand­
Levitan equation could be deduced in this way. 
We illustrate this by transforming two operators 
whose spectra differ by a single eigenvalue. Consider 
an equation of type (1.1) with a potential satisfying 
condition (1.2) and assume that none of the points 
in the discrete spectrum of the associated operator 
L lie to the left of A = -I'~. Take some I' > 1'0' 
Under our conditions, <Po (x) = <p(x, if') vanishes 
only at x = O. Perform the transformation (15.2) 
using this solution. Then the transformed equation 
will have an 1 singularity at x = 0 with l = 1. The 
function 

formulas is a solution of (1.1) with the potential 
given by (15.25). 

To justify the unproved statement of Sec. 13, 
we now perform the following operations: the trans­
formation of the given equation using the solution 
<p(x, if'); the transformation of the resulting equation 
using the solution fl (x, ia) obtained from the solution 
I(x, ia) of the given equation by the first transforma­
tion. By combining the formulas 

( k) _ [<p(x, k); <p(x, if')] 
<PI x, - W + rl)<p(x, if') 

1 1% . 
= ( 'R) <pet, k)<p(t, ~f') dt, 

<px,~/J 0 
(15.28) 

fe .) - [f(x,ia);<p(x, if')] _ W(x) 
I x, ~a - (R2 _ 2) ( 'R) - ( 'R)' 

IJ.I a <p x, ~/J <p x, ~/J 
(15.29) 

( k) 
_ [<PI(X, k); /J(x, ia)] 

<P2 X, - f(') , 
I x, ~a 

C15.30) 

flq(x) = -2(d2/dx2) In <p(x, if') 

- 2(d2 / dx2) In /J(x, ia), (15.31) 

we find that 

1/;1 (x) = <p)x) [1 + C { <p~(t) dt] (15.22) (x k) = (x k) _ f(x, ia) [<p(x, k); <p(x, imJ (1532) 
<P2, <p, W(x) k2 + 1'2 . 

will he an irregular solution of the transformed 
equation. Performing a transformation with this 
solution, we arrive at an equation which has no 
singularity at x = O. Let us calculate the potential 
and solution <P2(X, k) associated with this equation. 
To do this, we must combine the formulas 

[<p(x, k); <Po(x)] 1 1% 
<PI(X, k) = W + 1'2)<pO(X) = <po(x) 0 <p(t, k)<Po(t) dt, 

(15.23) 

(15.24) 

flq(x) = -2(d2/dx2) In <Po(x) - 2(d2/dx2) In I/;I(X). 

(15.25) 

This leads to the following results 

<P2(X, k) = <p(x, k) - {<po (x) / [1 + C { <p~(t) dt]} 

X 10% <Pct, k)<PoCt) dt, 

flq(x) = -2 d~: In [1 + C { <p~Ct) dt]' 

(15.26) 

(15.27) 

These formulas correspond exactly to (12.14) and 
(12.15). Thus by a direct verification, we have shown 
that the function <P2(X, k) determined by these 

is the solution of (1.1) with the potential 

q2(X) = q(x) - 2(d2/dx2) In W(x) = q(x) 

_ 2 !t I [f(x, ia); <p(x, if')]. 
dx2 n 1'2 _ a2 

This proves the statement of Sec. 13. 

(15.33) 

The above properties of the transformation will 
now be used to prove Theorem 14.1. A transforma­
tion using any regular solution changes an l singu­
larity only at x = O. The behavior of the potential 
increment flq(x) as x -+ co may be different depend­
ing on the location of the parameter A in the complex 
plane. Thus, in the cases considered till now, the 
potential increment decreases exponentially as 
x -+ co. However, there exists solutions which change 
the singularity of the equation in the same way 
both for x -+ 0 and x -+ co. Such a solution is the 
solution of (15.1) for A = O. If we assume that 

q(x) = l(l + 1)/x
2 + DeL), 0 > 0, (15.34) 

as x -+ co, then using equations such as (14.10) and 
(14.11), we can show that the regular solution has 
the asymptotic representation 

(15.35) 
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as x -l> 00 and among the irregular solutions there 
exists a z(x, 0) such that 

(15.36) 

as x -l> 00. Under transformations using these 
solutions, 

~q(x) = _2(d2jdx2
) In y(x, 0) 

= 2(1 + 1)jx2 + 0(1/x
2

+
6

) , 

~q(x) = -2(d2jdx2
) Inz(x,O) 

= -21/x2 + 0(1/X2
+

8
). 

(15.37) 

(15.38) 

Thus, they have the required property of changing 
in an identical way the singularity of the equation 
for x -l> 0 and x -l> 00. Let us see how the S functions 
change under transformations using these solutions. 
It is easily verified that the functions 

1u +O(x, k) = -[f(l)(x, k); y(x, O)]/iky(x, 0), (15.39) 

f'H)(X, k) = _[j(l)(x, k); z(x, O)]fikz(x, 0) (15.40) 

have the asymptotic behavior 

(x -l> 00) (15.41) 

and are thus solutions of the transformed equations 
analogous to til (x, k). The function M(k), determin­
ing the S function, occurs in the asymptotic formula 
for the solutions rl) (x, k) as x -l> 0: 

1(1} (x, k) 1_0 

= [(2l - l)!!j(kx)'WM(k)[1 + O(x')]. (15.42) 

However, by virtue of (15.20), we find that 

fl+1)(x, k) 1..,-0 

= [(21 + 1) !V(kx) Z+l]iZ+lM(k)(1 + O(x')], (15.43) 

fZ-1)(x, k) !z-o 
= [(2l - 3)!!j(kx)I-1]i'- l M(k)[1 + O(x')J. (15.44) 

Thus, we have shown that under transformations 
using the solutions y(x, 0) and z(x, 0), M and, 
hence, the S function remain unchanged. This result 
together with formulas (15.17), (15.37), and (15.38) 
for the asymptotic behavior of the potential as 
x -l> 0 and x -l> 00, proves Theorem 14.1. 
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APPENDIX (COMMENTS AND NOTES ON THE 
LITERATURE) 

1. The proofs of Lemmas 1.1-1.3 and 1.5 are 
found in Levinson's paper.7 Certain of the state­
ments are proved by Jost33 and by Bargmann.34 

The case M(O) = 0 is treated in detail by Mar­
chenko and Agranovich.35

•
36 

2. The completeness theorem for the eigenfunc­
tions of the operator L in the form (2.6) is proved 
by Levinson7 for the case of no discrete spectrum. 
The general case is considered by Jost and Kohn.12 

3. Many papers have been devoted by both 
physicists and mathematicians to the question of 
how the solution of the time dependent SchrOdinger 
equation behaves for large Itl. A nonrigorous proof 
of the existence of the limits of the operator U (0, t) = 
e<£le-;Lol as t -l> ± 00, typical of physics papers, 
is given for example, in the survey of Gellmann 
and Goldberger.37 From mathematical work, it. is 
necessary to mention first of all the articles of Fried­
richs,26 who proved the existence of limit I_a> U(O, t). 
He also showed t.hat the limiting operators are 
unitary for a wide class of unperturbed operators Lo 
on the assumption that the perturbation operator 
V is small. A formal present.ation of his method 
appears in the paper of Moses.as COOk39 proved t.he 
existence of lim! I! ..... '" U(O, t) for the three-dimensional 
operator -~u + q(x)u assuming only that q(x) 
is square integrable over all of space. However, he 
did not study the question of whether the operator 
S = U(O, 0:> )*U(O, - 00) is unitary. The restriction 
that the perturbation operator V be small is re­
moved in the paper of Ladizhenskaya and Fad­
deyev40 using the formalism of Friedrichs. 

Theorem 3.1 does not follow from the results of 
these papers under the conditions we have imposed 
on the potential q(x). The elementary proof cited 
makes use of the concrete properties of the example 
under consideration and does not carryover to 
other problems. 

4. Povzner41 and Levitan42 first obtained and used 
the representation (4.3) for cp(x, k). Formula (4.2) 

33 R. Jost, Helv. Phys. Acta 20, 256 (1947). 
M V. Bargmann, Revs. Modern Phys. 21 488 (1949) 
85 Z. S. Agranovich and V. A. Mardhenko, Doklady 

Akad. Nauk S. S. S. R. 113,951 (1957). 
36 Z. ~. Agranovish an~ V. A. Marchenko, The Inverse 

Pr~blem tn the Quani'l~m '1 heory f!f S~attering, Izd. Kharkov 
Umv., 1960. (An Enghsh translatIOn In preparation) 
(19~8~:' Gellman and M. Goldberger, Phys. Rev.' 91, 898 

88 H. E. Moses, Nuovo cimento 1, 108 (1955). 
:: J. M. Coo~, J. Math. and Phys. 36, 83 (1957). 

O. A. Ladlzhenskaya and L. D. Faddevev Doklady 
Akad. Nauk S.S. S. R. 120, 1187 (1958). ., 

41 A. Ya. Po,":zner, Mat.em. Sbornik. 23, 8 (1948). 
42 B. M. LeVItan, Uspekhi Math. Nauk 4, 8-112 (1949). 
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for fex, k) was deduced by Levin43 and our first 
derivation repeats his argument. The method of 
deriving the integral equations (4.4) and (4.5) and 
the inequalities (4.7) and (4.8) is due to Agranovich 
and Marchenko.35 .36 

The theorem of Titchmarsh mentioned can be 
formulated in the following way: A necessary and 
sufficient condition for <I>(x) to be the limit of some 
function <I>(z) = <I>(x + iy), which is analytic in the 
upper half-plane and such that 

L: 1<I>(x + iy) 12 dx = O(e-2ku
) , 

is that 

cp(t) = 2~ L~ <I>(x)e- i
., dx = 0, t < k. 

5. The general concept of transformation operator, 
as already noted, was developed by Friedrichs.25

•
26 

Some of the notation and the proof of Theorem 5.2 
were taken from the articles of Kay and Moses21 .23 

who applied Friedrichs' method in solving inverse 
problems. 

From the formula (5.15) for the S function, it 
follows that S(k) cannot, in general, be continued 
into the complex k plane. Thus, Heisenberg's sup­
position that the discrete energy levels for the 
example in question might be determined by the 
analytic continuation of the S matrix is not justified. 
This fact was noted by Jost.33 

The differential equation (5.25) with the condition 
(5.24) is the starting point for the proof of the 
existence of the kernel K(x, y) in the paper of 
Gel'fand and Levitan. 15 One easily obtains the 
integral equation (4.4) from this equation. Chudov44 

proposed using the nonlinear equation, obtained 
from (5.25) by replacing q(x) by 2 dK(x, x)/dx, 
to solve the inverse problem. Giving the S function 
for large x provides Cauchy data for this equation. 

6. The method of relating W(k) and S(k) on the 
basis of the Wiener-Levi theorem is due to Krein.19 .45 

The Wiener-Levi theorem can be stated in the follow­
ing way. Let the function <I>(z) be analytic in a region 
D and then let F('}..) be so chosen that the curve 
Z = F('}..) (- ex> ~ '}.. ~ ex» lies inside D. If F('}..) 
is representable in the form 

F('}..) = C + L: f(t)e iA
' dt, 

43 B. Ya. Levin, Doklady Akad. Nauk S. S. S. R. 106, 
187 (1956). 

44 L. A. Chudov, Izd. OIYaI, (1958). 
46 M. G. Krein, Integral equations on a half-line with 

difference type kernels, Uspekhi Math. Nauk. 13, 3 (1958). 

where f(t) is absolutely integrable, then <I> (F('}..) ) 
also possesses this property. 

Formula (6.9) was deduced by Levinson7 and 
bears his name. 

7. The relationship between the kernels K(x, y) 
and A(x, y) does not appear in the literature. 

8. The first derivation of (8.5) is taken from the 
paper of Kay and Moses.21 The derivation of the 
general equation (8.14) follows the reasoning of 
Gel'fand and Levitan.15 

9. The existence proof for (8.14) is taken from 
the paper of Jost and Kohn16 and to a great extent 
follows the reasoning of Gel'fand and Levitan. The 
subsequent presentation with certain modifications 
reproduces the arguments of Kay and Moses.21 

10. The analysis of the properties of the potential 
q(x) is taken from the monograph of Agranovich 
and Marchenko.36 The various relationships be­
tween q(x) and W(k) or S(k) were obtained by 
Neuhaus/6 Friedman, 47 Jost,48 and Newton.49 

However the more general results follow from 
(10.11) and (10.24). 

11. Krein's methods are given in a series of 
articles50 .51.19 .and52 (see also his lectures presented 
at MGU in 1956-1957). Only certain of his results 
are mentioned in the survey. The system of dif­
ferential equations (11.19) is the starting point of 
Krein's methods. 

12. Formula (12.14) for the increment in the 
potential was obtained by Jost and Kohn.16 The 
simplest formula for the solution cp(x, k), such as 
(12.15), is due to Krein19 (for the case m = 1). 

The portion of Theorem 12.1 concerning neces­
sary and sufficient conditions is due to Marchenko 
and Agranovich.35 .36 

13. In solving (13.5), we have followed the paper 
of Fulton and Newton53 who refer to the work of 
Bargmann as the source of the method used. Ex­
pression (13.25) is called Bargmann's formula. 
Formulas for cp(x, k) such as (13.26) are cited by 
Theiss.54 

Another approach to the problem was developed 

46 M. G. Neuhaus, Doklady Akad. Nauk S.S.S.R. 102, 
25 (1955). 

47 B. Friedman, Michigan Math. J. 4, 137 (1957). 
48 R. Jost, Relv. Phys. Acta 29, 410 (1956). 
49 R. G. Newton, Phys. Rev. 101, 1588 (1956). 
60 M. G. Krein, Doklady Akad. Nauk S.S.S.R. 94, 987 

(1953). 
61 M. G. Krein, Doklady Akad. Nauk S.S.S. R. 97, 21 

(1954). 
62 M. G. Krein, Doklady Akad. Nauk S.S.S.R. 111, 1167 

(1956). 
63 T. Fulton and R. G. Newton, Nuovo cimento 3, 677 

(1956). 
64 W. R. Theis, Z. Naturforsch. lla, 889 (1956). 
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by Krein if Ml(k) = 1. His results are formulated 
in a definitive way in reference 55, the formulas 
there being simpler than (13.25) and (13.26). How­
ever, these formulas are not generalized to the 
case Ml(k) :¢ 1. 

14. The basic properties of solutions of (14.1) 
for l > 0 are obtained by Levinson/ by Jost and 
Kohn,16 and by Newton. 56 The papers of Stashev­
skaya 57 and Volk58 are devoted to carrying over 
the results of Gel'fand and Levitan to equations 
with a singularity at x = O. Theorem 14.1 is due 
to Marchenko (it was presented at the April, 1956 
meeting of the Kharkov Mathematical Society). 

15. A transformation such as (15.2) was first 
applied by Crum,59 who used it to change a dif­
ferential operator defined over a finite interval into 
an operator having one less eigenvalue than the 
original operator. Krein extended Crum's method 
and applied the results to get a complete charac­
terization of the spectral function of an equation 
with the singularity l(l + 1)/x2 in the potential 
at x = O. Marchenko made use of an analogous 
transformation to analyze the relationship between 
the S function and a potential given by 

( ) _ (k) + lel + 1) q x - ql x2' 

The presentation in the survey differs somewhat 
from the methods of the above-mentioned authors. 

It is interesting to note that since the formulas 
(12.14), (12.15) and (13.25), (13.26) are verified 
by algebraical means without recourse to the 
properties of the general Gel'fand-Levitan equation, 
they still hold for complex values of the parameters 
Kn , en, ai, and (31' The associated potential is, 
generally speaking, a complex function with a 
singularity of the form m(m + l)/(x - XO)2 at any 
point where IIV(x)11 = 0 or IIW(x)11 = 0, in which 
m is the multiplicity of any such existing zero. This 
fact was noted by Krein19 and by Theiss. 54 

We now briefly consider some of the generaliza­
tions of the problem investigated in our survey. 
By analyzing many of the formulas in the text, 
one sees that they remain valid with appropriate 
changes for systems of equations, i.e., for the 
matrix generalization of (1.1): 

_Y" + Q(x)Y = ey. 
55 M. G. Krein, Doklady Akad. Nauk S.S.S.R. 113, 

970 (1957). 
56 R. G. Newton, Phys. Rev. 100, 412 (1955). 
57 V. V. Stashevskaya, Doklady Akad. N auk S.S.S.R. 

93,409 (1953). 
68 V. Ya. Yolk, UMN VIII, 141 (1953). 
59 M. M. Crum, Quart. J. Math. 6, 121 (1955). 

Here, Q(x) is a real symmetric matrix. The solutions 
~(x, k), fex, k) and the functions W(k), M(k), and 
S(k) now become matrices. Therefore it is necessary 
to pay attention to the order of factors in generalizing 
formulas to the matrix case. The matrix M(s) is 
analytic in the upper half-plane T > 0 and singular 
at those points corresponding to the discrete spec­
trum. The matrices W(k) and S(k) are related to 
it by the formulas 

W(k) = M(k)-lMT( _k)-I, S(k) = M( -k)MT(k)-r, 

MT (k) being the transposed of M (k). Similar systems 
were studied by Jost and Newton,60 by Krein,52 
and by Agranovich and Marchenko.35 .36 A funda­
mental difficulty arises in carrying over the discus­
sion of Sec. 6 to the matrix case. In consequence 
of the noncommutativity of the matrices, the 
formulas cited there no longer hold. To find how 
W(k) and S(k) are related, one has to go back and 
consider integral equations of the form 

K(t) = F(t) + L" F(t + s)K(s) rh1. 

Marchenko and Agranovich derived necessary and 
sufficient conditions on the S matrix so that it 
corresponds to a matrix potential Q(x) from a 
given class making use of analogous integral equa­
tions. The formulation of conditions directly in 
terms of the S matrix still remains an unsolved 
problem. 

Newton56 and Agranovich and Marchenk036
•
61 

considered a system in which the potential has the 
singularity laCla + l)oaP/X2; Agranovich and 
Marchenko reduced such a system to a regular 
one by transformations generalizing those introduced 
in Sec. 15. 

The inverse problem for a system has mainly been 
treated for the purpose of seeing what means are 
needed to solve the inverse problem for the Schro­
dinger equation 

- flu + q(x)u = k2u 

in all of space when the potential decreases in all 
directions. However, this problem essentially differs 
from those treated till now. In fact, the S matrix 
in this case is determined by the so-called scattering 
amplitude f(k; a, ~) depending on the wave number 
k(O :S k < co) and two unit vectors a and ~. Thus, 
the S matrix depends on a larger number of param­
eters than the potential q(x) which may be regarded 

60 R. G. Newton and R. Jost, Nuovo cimento 1,590 (1955). 
61 Z. S. Agranovich and V. A. Marchenko, Doklady 

Akad. Nauk S. S. S. R. 118, 1055 (1958). 
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as a function of the distance reO S r < co) and 
one unit vector. In this sense, the problem is over 
determined and it is necessary to look for non­
trivial properties of the S matrix which would 
decrease the number of parameters on which it 
depends. 

The simplest analogous problem arises in the re­
construction of a decreasing potential from the S 
matrix for the one-dimensional Schrodinger equation 

-y" + q(x)y = k2y (-00 <x< 00). 

In this case, the S matrix is a 2 X 2 matrix: 

S(k) = [8l1 (k) 812(k)] = laCk) 

821 (k) 822(k) bCk) 

b(k)] , 

c(k) 

and due to its unitariness, is determined by giving 
three real functions of k(O S k < co). The potential 
may be regarded as being given by two real functions 
of x(O S x < 00). 

The inverse problem for this case was considered 
by Kay and Moses23 .24 (as an example illustrating 
their general approach to the inverse problem) and 
by the author.62 In reference 62 it is shown that an 
additional condition on the S matrix follows from 
the analyticity of the coefficient b(k) in the upper 
half-plane 7' > O. This condition implies that the 
whole S matrix (and potential) is determined by one 
of the coefficients a(k) or c(k) which may be chosen 
as an arbitrary function. The reconstruction of the 
equation with an arbitrary potential from its 
spectral matrix function was treated by Bloch.63 

A number of the elements of the S matrix are 
also analytic in the three-dimensional case. The proof 

PL. D. Faddeyev, Doklady Akad. Nauk S.S.S.R. 121,63 
(1958). 

68 A. Sh. Bloch, Doklady Akad. N auk S.S.S.R. 92, 209 
(1953). 

of this fact is given in the papers of Khuri64 and 
of the author65 in connection with the so-called 
dispersion relations. However, these relations do not 
sufficiently reduce the number of parameters on 
which the S matrix depends. 

It is interesting to note, in this connection, the 
statement of the three-dimensional inverse problem 
as proposed by Moses66: Determine the potential 
q(x) from the back scattering amplitude g(k, a) = 

f(k; a, -a) where a is a vector running over a 
hemisphere. This data, namely two real functions 
of k(O S k < 00) and a, involve as many parameters 
as does the potential. It is very plausible that the 
process of Moses converges for sufficiently small 
g(k, a) which in other respects may be a quite 
arbitrary function. 

A number of papers exist in which the inverse 
problem has been solved for the relativistic equations 
when the latter reduce to ordinary differential 
equations. The equation obtained by separating 
variables in the Klein-Gordon equation was studied 
by Corinaldesi. 67 The one-dimensional Dirac equa­
tion was considered by Kay and Moses,68 Toll and 
Prats,69 and Verdi. 70 In all of these papers, a relation­
ship is established between the asymptotic phase and 
the potential both for positive and negative energies. 
The data, just as in the problems described above, 
depends on a larger number of parameters than does 
the potential. A correct formulation of the problem 
for the radial relativistic equation has still to he 
given. 

64 N. N. Khuri, Phys. Rev. 107, 1148 (1957). 
66 L. D. Faddeyev, Zhur. Eksptl 'i Teort Fiz 35, 433 

(1958). 
66 H. E. Moses, Phys. Rev. 102, 559 (1956). 
67 E. Corinaldesi, Nuovo cimento 11, 468 (1954). 
68 H. E. Moses, Bull. Am. Phys. Soc. 4, 240 (1957). 
69 J. S. Toll and F. Prats, Phys. Rev. 113, (1959). 
70 M. Verdi, Nuclear Phys. 9, 255 (1958/59). 
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A general formalism is developed for the treatment of lattice vibrations. The problem is reduced 
to the mathematics of noncommuting operators. Hausdorff's equation is then solved for a lattice 
interacting with linear forces. The cases treated in detail are the line shapes of a radiating atom as 
affected by the displacement (Franck-Condon effect) and by the nuclear recoil (M6ssbauer effect). 
Only formal results are obtained, which are more difficult to compute than those of the method of 
normal modes. However, they are more general and do not require the data of vibrational frequencies. 

1. INTRODUCTION 

T HIS paper contains a mathematical description 
of two distinct aspects of the interaction of the 

lattice with one of its constituent atoms or ions 
that is emitting or absorbing radiation. The two 
aspects are those which originate from the instan­
taneous recoil of the radiating atom or, alternatively, 
from the instantaneous rearrangement of the neigh­
boring atoms generally due to the changed electronic 
state of the radiating atom. These two phenomena 
have come to be known as the nuclear-recoil or 
Mossbauer effece and the Franck-Condon effect,2,a 
respectively. Though they require the same mathe­
matical formalism for solution, they dominate 
entirely different physical situations: the first in 
gamma-ray emission, the second in electronic transi­
tions, as examples. The spirit of this work therefore 
requires omission of references to the background 
or to the significance of these effects and also requires 
that the underlying physical assumptions be dealt 
with but briefly. 

The quantity which will be calculated is the 
Fourier transform of the spectral line for an ionic 
crystal held together by harmonic forces of quite 
general variety. The classic treatment of this 
problem goes back to 1939.4 This was more recently 
applied to the Mossbauer effect by Visscher5 and, 
in a modified form, by Lipkin6 and to the Franck-

* This article is part of a thesis which is to be submitted 
by P. L. to the Technion, Israel Institute of Technology, in 
partial fulfillment of the requirements for the degree of 
Master of Science in Physics. 

1 R. L. Mtissbauer, Z. Physik lSI, 124, (1958); Naturwis­
senschaften 45,538, (1958); Z. Naturforsch. 14a, 211 (1959). 

2 K. Huang and A. Rhys, Proc. Roy, Soc. (London) 
A204, 413 (1951). 

3 M. Lax, J. Chern. Phys. 20,1752 (1952). 
4 W. E. Lamb, Jr., Phys. Rev. 55, 190 (1939). 
~ W. M. Visscher, Ann. Phys. (N. Y.) 9, 194 (1960). 
6 H. J. Lipkin, Ann. Phys. (N. Y.) 9, 332 (1960). 
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Condon situation by Pryce7 and Koide.8 By all 
but the last investigator, considerable attention was 
paid to the "precursor," the sharp line corresponding 
to no-phonon excitation, which precedes the broad 
absorption line. A comparison of the present ap­
proach with Lamb's method4 will be made after 
the derivation of the results. Now it should merely 
be said that ours is effectively a time-dependent 
approach, in that we consider the spread of the 
disturbance around the radiating ion onto farther 
regions of the crystal. We do not make the trans­
formation to normal coordinates but stay con­
sistently within the mathematical framework of 
the harmonic Hamiltonian, not resorting to (nor 
utilizing), as one does in the method of normal 
modes, some empirical rule about the distribution 
of frequencies in a solid. In some sense, the present 
treatment is also more general. 

The final result of this work is given in Sec. 9 
[Eq. (29)]. The mathematics, which is used on the 
way, contains some standard techniques in new 
apparel, such as the finding of the generating func­
tion for a random walk with complex probabilities 
and the folding of Fourier series and asymptotics. 
On the other hand, the section introducing the 
Hausdorff formulas for noncommuting operators 
may be new to the reader, and so will be the method 
of derivation of the fundamental differential equa­
tions in Sec. 5 (these are really difference equations 
in disguise). It may be said that these equations 
constitute the crucial stage in the formulation, since 
they enable us to replace (for our special cases) 
the hopelessly complicated formula (4) by the closed 
expressions (9), (10), and (11). 

7 M. H .. L. Pryce (private communication 1957). 
8 S. KOlde, Z. Naturforsch. 15a, 123 (1960). 
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The major portion of the argument is carried 
through for a chain, a one-dimensional lattice. This 
is extended to a monatomic lattice in Sec. 9; the 
last stage of generalization, the general harmonic 
crystal, is treated in Sec. 10. 

2. SPECTRAL INTENSITY 

Our point of departure is the Fourier transform 
(variable t), taken with respect to the energy, of 
the spectral intensity. (We use units in which 
h = 1.) The energy considered is that due to the 
lattice motion alone. This can be defined precisely 
only if one assumes the separability of the transition 
matrix into factors involving the internal (electronic 
or nuclear) and external coordinates (e.g., the 
momenta and positions of the nuclei of the lattice). 
This assumption is commonly made in the literature 
of the problem and is beyond doubt for nonde­
generate internal states. (For degenerate states the 
Jahn-Teller effect will operateD with varying and 
hitherto unknown effect.) Within the context of 
this assumption, we say that we take the zero of 
the spectrum to be the difference between the lowest 
energies belonging to the two internal states, minus 
the zero point motion of the lattice. In the con­
figuration diagram, the origin is the vertical distance 
between the tips of the hyperparaboloids. 

When the intensity is normalized to unity, its 
Fourier transform may be written as 

The Hamiltonian operators Hi and H, correspond­
ing to the state of the lattice before and after 
radiation will be given in detail presently. This 
form, or its equivalent, has been given by Lax3 

and by Koide8 for the Franck-Condon effect. 
Investigators of the Mossbauer effect (they are 
listed at the beginning of the paper) have also worked 
with equivalent formulas or, as Lamb/ with for­
mulas that can be reduced to such after Fourier 
transformation and standard manipulations. 

In Sec. 9 we write down the Hamiltonians for 
a simple-cubic lattice held together by harmonic 
forces between nearest, first, and second next 
neighbors. These are necessarily rather lengthy, but 
possess no difficulties in principle that are not al­
readily exhibited by a linear chain. This is the 
model we consider now. 

9 J. H. Griffiths, The Theory of Transition-Metal Ions 
(Cambridge University Press, New York, 1961). 

3. THE LINEAR CHAIN 

-2 -I o 2 

1 ri 1 iJ2 1 iJ2 
- 2m iJx:'1 - 2m iJx~ - 2m iJxi -Hi 

+ !l1U'?(X_I - XO)2 + !md(xo - XI)2 + ... 
The H/s are defined as the transforms of Hi, 

i.e., SHiS-t, where S is the transformation matrix 
of the configurational wavefunctions. The H/s 
depend on the internal states parametrically. It is 
much easier, however, to write down H, simply 
intuitively, by considering the Hamiltonian which 
obtains for the lattice with the final internal states. 

Three cases apply: 

1 iJ2 1 ( . iJ )2 (I) H, = ... - --- + - -~ - + k 
2m iJx:' 1 2m iJxo 

1 iJ2 
- - -2 ••• + l.mU/(x_ I - XO)2 

2m iJxI 2 

+ !mw2(Xo - XI)2 + ... . 
Because of the momentum balance between the 
radiation and the radiative ion (labeled by 0) the 
latter has a recoil momentum - k. There is a definite 
(quantum mechanical) probabilitylO that owing to 
the coupling with the infinite chain, this instan­
taneous momentum change will be a virtual one; 
that is, it will not be associated with a change in 
energy of the ion. 

1 ri 1 iJ2 
(II) H, = ... - --2 - --2 

2m iJx_ I 2m iJxo 

1 iJ2 
- 2m (Jxi -

+ !mw2 (xo - Xl + a)2 + ... . 
The equilibrium distance between the radiating ion 
and its immediate neighbors is displaced by an 
amount a. This change is symmetric about the ion, 
provided the electronic states in the transition will 
possess definite parities. This is generally so to a 
good approximation. 

Here again, there exists a definite probability 
that the coupling with the lattice will preclude any 
real change in the lattice potential energy. 

1 iJ2 1 iJ2 
(III) H, = ... - --2 - ---

2m iJx- I 2m iJx~ 
1 iJ2 

- 2m iJxi - ..• + !mw'2(X_I - XO)2 

+ !mw'2(XO - XI)2 + .... 
10 For an infinite linear chain this probability is infinitesi­

mal, while for a crystal it is finite. This is shown later. 
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A change in the electronic state will in general 
also change the coupling constants w of the radiating 
ion. Changes which may possibly occur farther away 
(in case II as well) can reasonably be disregarded 
at this stage. 

We do not consider effect III in this work, for. 
the simple reason that it is not amenable to the 
mathematical treatment which we apply to I and II. 
It has been considered by Koide8 and by Englman,l1 
by the latter from the point of view that the changed 
coupling constants introduce localized vibrational 
modes with frequencies just outside the continua. 
Its neglect here derives from the hope that the 
effects of II and III, which could occur together, 
are on the spectral line, qualitatively speaking, 
independent and additive. 

The nuclear recoil and the displacement effects 
are mathematically characterized by the fact that 
HI differs from Hi by a term linear in the dynamical 
variables and a constant term. For future reference 
we write this as 

where 

A·B = [A, BJ, 

A . B2 = [[A, BJ, BJ 

B·A2B = [[[B, AJ, AJ, BJ, etc. 

(The dot notation A . Bn is preferred to the notation 
{A, Bn}, which is sometimes also used, for typo­
graphical reasons and because the curly brackets 
often mean anticommutation in quantum me­
chanics.) Note that (this is Hausdorff's point!) 
C does not contain products of commutators (e.g., 
[A, B][A, B]) but only commutators. 

An expression for C as a power series in A may 
be generated from the relation 

A !lAC = {A·[B(l - e-B)-l - 1J + A} !lBC, (4) 

where X!lAC means: Put X successively for each A 
as this occurs in C. 

Examples: 

X !lAA2 = XA + AX, 
itH = itH· + .1 k ~ + it K I • m axo 2m (2.1) A !lAB.A 3 = 3B.A3

, 

itHI = itHi + itmw2a(x_l - Xl) + itmw2a2
• (2.11) B !lAA·BA = B·BA + A·BB = A·B2 

4. THE HAUSDORFF FUNCTION 

We shall now examine the function C = C(A, B) 
in the equation eAe B 

= eC
, where A and Bare 

noncommuting operators. We first consider the 
general case, following Hausdorff's paper12 with some 
change of notation. The same problem was con­
sidered, less completely, by Bakerl3 and Campbell.14 

After the general treatment we proceed to calculate 
C for the special case contained in the above two 
equations and Eq. (1). 

Hausdorff proved the remarkable property of C 
(in the general case), that it can be written down 
as a series in the successive order commutators of 
A and B. In fact, up to the fourth-order com­
mutator 

C = A + B + !A·B + T\A ·B2 

+ AB·A2 + ~B·A2B - ~A.B4 

- .,-hB·A4 + rioA·B3 A + ·rioB·A3B 

since B· B ... is zero. 

On the right-hand side of (4) the content of the 
square brackets is understood to be the expansion 
in a power series of B. Note also that A ~ A·1 = o. 

It can be verified with some labor that up to 
fourth order, the solution (3) is gotten by iterating 
Eq. (4) and manipulating the result to bring it to 
the form of commutators. In principle, this pro­
cedure can be continued to any desired order, but 
the labor becomes rapidly excessive. No closed ex­
pression or general formula for the coefficients of 
the commutators is known to exist for general 
A and B. 

The operators A and B with which we are con­
cerned in (1) and (2) are characterized by 

A = pB + (tkjm)(ajaxo) + itej2m, 

A = pB + itmw2a(x_l - XI) + itmw2a2
, 

p = -(1 - i{3jt)-I. 

(5.1) 

(5.11) 

- rhA·B2AB - rioB·A2BA + 
11 R. Englman, Phil. Mag. 5, 691 (1960). 
12 F. Hausdorff, Ber. Verhandl. sachs. Akad. Wiss. 

We shall now postulate a type of solution for C 
(3) in closed form, convert the operational equation 

(4) into two differential equations and solve these 
exactly. Put 

Leipzig, Naturw. Math-Kl. 58, 19 (1905). 
13 H. F. Baker, Proc. London Math. Soc. 34, 91 (1902). 
14 J. E. Campbell, Proc. London Math. Soc. 28, 381 

(1897); 29, 14 (1898). 

C' = A + B + !A·B 

+ A·BP(B, p)B + A·BG(B, p)A, (6) 
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where the functions F and G (to be found) are 
purported to be power series in the operator B 
and the number p. 

Why is a closed solution for Ct possible? The 
answer lies in Hi being a quadratic form of the 
variables and H, differing from Hi only by a term 
linear in the variables and a constant term. It 
follows that the commutators of any degree con­
taining H, and Hi in any permutation whatever 
will consist of terms linear of the variables (positions 
or momenta) and of constant terms. There is now 
one simple but crucial fact to be taken into account. 
It is that the replacement of H, by Hi in a com­
mutator such as 

H,·H;H; '" H,H, ... H, 

is of consequence only in the first place (Le., 
before the "dot") or in the last place. If we make 
a replacement of the first H, by Hi, we get, of 
course, zero. If we replace the H, in the last position, 
it is the constant term, if there is one, which is 
removed; everything else is unaffected. This is seen 
at once if we consider that at the penultimate stage 
of working, there are linear terms and a constant. 
This last gives no contribution at the next stage, 
the former gives rise to linear terms and a constant 
term when forming the commutator with quadratic 
and linear terms, respectively. Thus we see that 
substituting Hi for H, in the last position results 
in the deletion of the constant term. This argument 
also proves that the intermediate H, may be re­
placed by Hi' As regards the operators A, B, from 
(5) we see that in the intermediate positions A 
may be replaced by pB (p a c-number). Thus the 
form (6) postulated for C is regarded as established. 

5. THE DIFFERENTIAL EQUATION 

To find a differential equation for the functions 
F and G we concentrate on a representative term 
A· B (p"Bffl)B in the expression for C. Clearly, before 
the replacement A ~ pB, this term was one of those 
terms in C which contained in the intermediate 
positions nA's and (m - n)B's in some order. 
Therefore, 

A1)A (one such term) = (n + 1) (this term) 

~ (n + I)A ·B(rBffl)B = (ajap)p[A ·B(p"Bm)Bj. 

In this manner we find that 

A 1)AC ~ A + !A·B + (ajap)A ·BF(B, p)B 

+ (Ijp)(ajap)/A.BG(B, p)A. 

This constitutes the replacement of the sub­
stitutional operator by a differential one. For the 
conversion of the right-hand side of (4) we again 
examine in C a term which becomes A ·B(p"Bffl)B 
on the substitution A ~ pB at intermediate places. 
Consider first A1)BC. When the operator A1)B is 
applied to the B's in intermediate positions, the 
result after the replacement A ~ pB is clearly 
(m - n)A .B(p"+lBffl)B, since there were (m - n)B's 
originally present in intermediate positions in C 
and an extra p is got as an additional A is introduced. 
Also 

(m - n)A .B(r+1Bm)B = pA ·B2[(ajaB)(p"Bffl)]B 

- / A ·B(ajop)(p"Bffl)B 

is another differential expression. The operator A1)B 
acting on the last B yields A ·B(p"Bffl)A, whereas 
acting on the B immediately after the dot gives 
zero. We thus obtain 

A 1)BC ~ A + pA.B2[(ajaB)F(B, p)JB 

+ A·BF(B, p)A - A.B/ a~ F(B, p)B 

+ pA.B{alP(B, p) ]A-A.B/(ajap)G(B, p)A. 

The conversion of the operation 

utilizes the fact that C is a sum of commutators 
of various orders. Then, this operation must also 
yield such a form since the other terms of Eq. (4), 
A:tlAC and A1:>BC, are such. Consider now the 
operation on the term A ·B2A in C: 

A· [B(I - e-Br1 
- Ij:tlBA ·B2 A 

= A'{A'C !e-B - l)}BA 

+ A-B{A'C !e- B - I)}A, (7) 

where the quantity in the curly brackets is to be 
taken as a single factor as regards the outermost dot. 
Clearly, these terms are not of the required form 
(thus the last term when written out is a difference 
of two products of commutators). However, they 
can be brought to the required form by suitable 
rearrangements. In fact the first term is 
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and the second 

-{A'C !e-B - 1)}'ABA 

+{A'C !e-B - 1)}'BAA 

by the Jacobi identity a·be + b'ca + e·ab = O. 
These are of the required form now. Effecting now 
the replacement A ~ pB results in 

for the first term and in zero for the second term 
in (7). Both of these results can be generalized. In 
particular, we derive the rule that on the substitu­
tion A ~ pB, the operation in question acting on 
an intermediate B yields zero. That this generaliza­
tion is valid follows from writing (A - pB)· B 
instead of the A· B which stands at the head of all 
our commutators. Now we know that (on suitable 
rearrangement) the curly brackets will be brought 
into leading position and therefore A - pB must 
come into some intermediate position in the com­
mutator. The replacement A ~ pB will now clearly 
make all commutators vanish. 

The same considerations show how to treat a 
term where the operation acts on B in the last 
position: only that commutator survives the re­
arrangement and the substitution in which A - pB 
has got into the last position. The commutator is 
then plus or minus the original one with the curly 
brackets and A - pB interchanged and the replace­
ment A ~ pB effected in intermediate positions, 
the sign being positive (negative) for an odd (even) 
number of intermediate factors. 

For the purpose of obtaining differential equations 
for F and G, one has to be unambiguous about the 
sign. To achieve this, one notes that the commutator 
terminating with A - pB (i.e., that which yields 
the constant) is nonvanishing only when the total 
number of factors is odd (in other words, constant 
terms appear only in A, A ·BA, etc.) One also notes 
that the expression B(l - e-B)-l - I can be de­
composed into an odd part !B, and an even part 
B(l - e-B)-l - I - !B. Combining these two facts 
one concludes that !B will always appear with a 
changed sign, while the even part will maintain its 
sign. To summarize 

A.( B_B-l)~BC~A'( B_B-1) 
l-e l-e 

-.!A.( B -l)A 
2 1 _ e- B 

- pA 'C !e-B - 1 )BF(B, p)B 

+ A· C !e-B - 1 - !B)BF(B, p)(A - pB) 

- !A·B2F(B, p)(A - pB) 

- pA.( B -B - l)BG(B, p)A. 
1 - e 

All the terms in Eq. (4) have now been converted 
into differential expressions. By equating separately 
those terms which end in B and those which end 
in A, we obtain the following coupled equations for 
F and G. 

B(l + p) a~ (BpF) - B2 a~ (BpF) 

+ 2B( B -B - 1 - !B)(BpF) 
1 - e 

= ( B_1 - .!B). 
1 -B 2 -e 

(1 + p) a~ (B/G) - B a~ (B/G) 

+ ( B _ 2)B 2G 
1 

-B P 
-e 

The requirement, that F and G are power series 
of positive powers of Band p, determines the solu­
tions uniquely. Thus, it turns out that we have 
not lost anything in the conversion A ~ pB or 
C~C'. 

By introducing the functions ep(B, p) and if;(B, p), 
we simplify the solutions substantially: 

q,(B, p) == I + !B + B 2F(B, p) + pB2G(B, p), (8) 

if;(B, p) == B 2G(B, p). 

Then 

C' = A + B + A'q,(B, p) + A·BG[A - pB]. (9) 

The solutions of the differential equations can 
now be written as 

pq,(B, p) = (1 + p)(1 - e- PB)/(l - e-(I+p)B) (10) 
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1 B 1 eB(I - e-B)2 
+ 2B (e - 1) - 2B 1 _ e-B(1+p) • 

(11) 

In this paper, that part of 1/1 plays the main role 
which is even in the first argument. This is 

/1/I.(B, p) = -(I/2B) 

X {e-PB(n + 1) + ePBn - (2n + 1) I - p/2 

+ i(//(I + p)¢(B, p)¢(-B, p). (12) 

with n = (e(P+l)B - 1)-1. 

It can be verified that these solutions tally with 
the first few terms of C as given by Haussdorf 
[our Eq. (3)] and that F and G are of the required 
form. 

6. mGH-TEMPERATURE APPROXIMATION TO THE 
LINE SHAPE 

We interrupt now the trend of the last section in 
order to show how we are going to use the results 
there found. We shall calculate the line shape for 
the cases I and II from the trace (1) by taking as 
the first approximation 

C(or C') '" A + B 

-fJH; + t·(k/m)(a/axo) + it·k2/2m; 

-fJH; + itrruia(x_l - Xl) + itmw2a2. 

Let us "complete" the squares in the dynamical 
variables as follows 

C = -fJl'" + (I/2m)( -i a/axo - itk/fJY -

+ imw2(x_l - XO)2 + imw2(xo - XlY + ... I 
+ ite/2m - t2e/2mfJ; 

-fJ{ ... - (I/2m)(a2/ax~) -

+ imw2 (x_l - Xo - iat/fJ)2 

+ !mw2 (xo - Xl - iat/fJ)2 + ... } 
+ itmw2a2 

- t2 mw2a2/fJ. 

The resultant expressions are apart from the 
constant terms, the Hamiltonians of a linear chain 
of simple harmonic oscillators with displaced equilib­
rium distances or momenta. Were these displace­
ments real quantities, then the problem could be 
regarded, in the approximation considered, as solved: 
since the spectra of the "displaced" Hamiltonians 
are identical with the original ones, the traces in 

the numerator and denominator of (1) cancel 
exactly, apart from the constant terms. 

But can the cancellation be achieved even for 
complex displacements? Yes, since a similarity trans­
formation can bring the displaced Hamiltonians 
back to their original form and the trace is invariant 
under a similarity transformation. (We could argue 
alternatively from the fact that the complex Hamil­
tonian still has the same spectrum.) Now it is true 
that in general it is required that the transformation 
operator be unitary, which in our case it is not [for 
case I, it would be exp (tkxo/fJ)J. However, the 
unitarity requirement is really too stringent, what 
is actually necessary is that the matrix of trans­
formation between the new and original states 
should exist. When these states are those of harmonic 
oscillators, this is true. 

The Fourier transform of the intensity is there­
fore Gaussian: 

d(t) 

d(t) exp (itmw2a2 
- t2mw2a2/fJ), 

and so is the intensity distribution 

I(E) = ..l fa> d(t)e- iEt dt 
211' -00 

= (211'k2/mfJ)-I/2 exp - (E - e/2m)2mfJ/2e 

= (47rmw2a2 /fJ)-I/2 exp - (E - mw2a2)2fJ/4mw2a2. 

Let us see now what are the conditions for the 
validity of the basic approximation of this section 
C '" A + B, i.e., the neglect of the first and higher 
order commutators. We note that the expansion 
parameters in the series for C [see (1) and (3)] 
are Iwtl and Iw(it + fJ) I, so that high temperatures, 
or more exactly wfJ « 1 is one condition. The second 
requirement Iwtl « 1 is equivalent, after integration 

1 -I 2 2 over t to fJ E - E «mwa and fJ «ma for case II. 
That is, the validity of our approximation is guaran­
teed at sufficiently high temperatures and sufficiently 
near the center of the intensity curve. 

An approximate solution for the displacement ef­
fect has already been obtained by Koide.8 The result 
was a Gaussian curve with a mean of m L: (Llq;)2W~ 
and a square deviation of m L: (Llq;)2w~(2n; + 1). 
/lq is the displacement, w the frequency, and n 
the mean occupation number of the mode: Since 
Koide followed the approach originated by Lamb, 
he expressed his results in terms of the normal 
modes (index j) of the lattice. The condition for 
this result is that fJ « ma2 as above, without neces-
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sarily w{3 « 1.15 This is often realized in nature. 
If however, w{3 « 1, we regain our result, since 

m L: (dq,Yw~(2iij + 1) ~ 2m/{3 L: (dqj)2 ·w~. 

= 4ma2w2/{3. 

The last two lines are equal as they give, in different 
representions, 2/ {3 times the potential energy of the 
lattice in the final state at the instant when the 
atoms are at the equilibrium positions of the initial 
state. The equality is, of course, quite generally true 
in any dimensions. It may be said at this stage 
that the high-temperature expansion of the intensity 
comes out much simpler when obtained by the 
present dynamic method. In contrast, the normal 
mode approach which expresses the results in terms 
of unknown, or at best awkwardly determinable, 
parameters (dq, w) of the normal modes tends to 
obscure the physical meaning of the results. 

Case I with the nuclear recoil differs from the one 
just discussed by writing e instead of 2m2w2a2 in 
the condition for the expansion. There is however 
an additional situation which should be mentioned, 
where the lifetime of the excited state is short or 
comparable to the time of propagation of the 
disturbance to the neighboring lattice points. In 
this case also, the intensity distribution is Gaussian, 
as shown by Lamb,4 and for high temperatures 
it is the same as for an ion gas. In fact, however, 
lifetimes are generally long (or not known). Thus 
Visscher5 quotes ,....,,10-7 sec for gamma-ray capture 
in iridium. Optically excited states have natural 
lifetimes of about 10-11 sec, or about ten times longer 
than the time of propagation between lattice points. 

7. GENERALIZATION OF THE FOREGOING 

When one proceeds to include successively higher 
order commutators in C, one realizes that terms 
linear in the variables of successively more distant 
ions make their appearance. In fact, every second 
commutator pushes the disturbance one further step 
outward. In this way, we have the picture of the 
disturbance being propagated in time. We shall 
return to this picture later. 

Suppose now that at a particular stage of ap­
proximation we have for C' 

C' = -{3H; + L: OIiXi + L: (3i -aa + 'YCt, (3), 
Xi 

15 The conditions 7002 » fJ and wfJ ~ 1 imply that t/fJ '" 
I p I « 1. In this case C is sufficiently approximated by 
terms linear in A, i.e., C = A + B + A ·B/(l - e-B ), 

whence the formulation in terms of n can be obtained im­
mediately. 

where OIi, {3j (not to be confused with (3) and the 
constant term -yet, (3) will be found in the next 
section. We now complete the squares. 

Write the Hamiltonian with the squares com­
pleted as 

... !mw2 
(Xi-l - Xj + aj-l - ai)2 ••• 

and compare coefficients. Then 

{3i ({3/m)b j • 

We solve these equations in terms of the generating 
functions: 

Q(r) = L: 01/ , 
per) = L: {3irj . 

(13) 

The generating functions of aj and bj become, 
respectively, 

1 r m 
{3mw2 (1 _ r)2 Q(r) and (i P(r). 

From (1) we have now, since the traces cancel again 

d(t) = exp {-({3/2m) L: b~ + !{3mw2 

X L: (aj - aj_l)2 + 'YCt, (3)} 

= exp {-; T r : P(r)PO) - 2{3!w2 T r : 

X (1 ~ r)2 Q(r)Q(~) + 'YCt, (3)}, (14) 

where T r : means "the term independent of r In 

the series expansion of : .... " 
Note that, as long as only commutators up to a 

finite degree are considered in C, P and Q are 
polynominals in r and no questions of convergence 
arise. Ultimately, we shall, of course, consider the 
limiting cases of infinite chains and all the com­
mutators in C. 

8. THE GENERATING FUNCTIONS Q AND P 

Consider the nth order commutators 

(n ~ 1), 

(15) 

(16) 

(17) 

(n is a superscript and not a power on c, d, and e.) 
The coefficients c~, d~, and eO are determined by 
"initial conditions" from (5.1) and (5.11). 
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A ·Bn+1 = L (C7+ IXi + d;+l a/aXj) 

= A ·BnB = L [c;xj·B + d;(a/aXi) ·B] 

L[~C7~ pm 07T'j 

itmw
2 

n ] + ~p- d;(2x j - Xj_1 - xi+\) , 

where p was introduced in (5). 
Equating coefficients, we obtain the recurrence 

relations 

d;+1 = (it/pm)c7, 

C;+I = (itmw2/ p)(2d; - d;-l - d7+1) = (pm/it) d;+2. 

The last relation ressembles certain equations in 
problems of random walk. One usually solves these 
by means of generating functions. Let then 

fer, s) L d;risn, 
n020 •• 000 

i=-ooo, ·co 

and one finds that 

fer, s) = ~ [1 _ t:W:- s\r ~ I?JI (18.1) 

t2w2a (r - r-I)s 
= -p- 1 - (t2W2/ /)i(r - l)/,r (18.11) 

where the numerator has been determined by 
initial conditions. The generating function of C is 
(mp/it)s-If(r, s). It is to be noted that terms linear 
in coordinates and in the momenta appear in 
alternate stages. 

n '" [n-I + dn-I 0 ° + dO 0 ] e = L. Ci Xi i -a ' CkXk k -a 
l.k Xi Xk 

in (14). The three terms occurring in the exponent 
of that expression can be written as 

(- m/2(3)T ... : f(r-\ z)f(r, s),p(z-\ p),p(S-I, p), (22) 

m 2T 1 r 
2{3 p TBZ: [2W2SZ (1 - r)2 

X f(r-1, z)f(r, S),p(Z-1 , p)t:/J(S-I, p), (23) 

eO + (mp/it)T TH: (s/z - l)f(r -I, z)f(r, s) "'(s -1, p). 

(24) 

(The operator T ... : picks out the term independent 
of r, s, and z.) 

These expressions represent the solution of the 
one-dimensional problem in general terms. In fact, 
the solution for three dimensions is very similar; 
what difference there is enters through f being the 
generating function of a three-dimensional random 
walk problem. 

Further simplification results if one utilizes (18). 
Then, replacing the abstract operator T r : by the 
contour integral (27ri)-1 J dr/r taken round a path 
encircling the origin that is wholly in the region 
of analyticity of the integrand, we can evaluate the 
integral and obtain for the case of nuclear recoil 
(case I) 

In d(t) = -t2(k/2m(3)T r : 

,p«(tw/ p)(r - r- I
), p),p«tw/ p)(r- I 

- r), p) 

+ itk2/2m{1 + pTr: [",«tw/p)(r - r- I
), p) 

+ ",«tw/ p)(r- I - r), p)] I, (25.1) 

where,p and", are given in (10) and (11). Likewise, 
in case II 

'" ( ° dn
-
I - n-I dO) (> 1) (19) 

L. Ci i Ci i n - . lnd(t) = -t2(mw2a2/2(3)Tr: 

As there are at most two nonzero c~, d~ the (r + r- I)2,p((tw/ p)(r - r- I), p),p«tw/ p)(r- I 
- r), p) 

generating function of en may be written down very 
simply in terms of fer, s). + itmw

2
a
2 
{I + !pTr : (r + r- I

)2 

The generating functions per), Q(r) introduced 
in (13) give the coefficients of the dynamic vari­
ables in C', whereas the function fer, s) just found 
gives the coefficients in a particular commutator 
like A· Bn. However, from Sec. 5, we know the 
coefficients of each A . Bn and A . Bn-l (A - pB) in C': 
these are the coefficients of zn in ,p(z, p) and z2G(z, p) = 

",(z. p) [see (8) and (9)]. 
We now have 

Q(r) = mp/itT.: S-I,p(S-l, p)f(r, s), 

per) = T.:,p(S-I, p)f(r,s), 

(20) 

(21) 

where the reader is reminded of the meaning of T. 

X [",«tw/ p)(r - r -I), p) + ",«tw/ p)(r- I - r), p)] I. 
(25.11) 

9. THE ABSORPTION IN A MONATOMIC 
HARMONIC LATTICE 

The results of Sec. 5, the functions", and ,p, are 
left unchanged in three dimensions, since these de­
pend only on the fact that HI differs from Hi by, 
at most, a linear term. On the other hand, the 
completion of the squares and the random walk 
of Sec. 8, have to be redone for the Hamiltonian of the 
crystal. This Hamiltonian must be representable in 
the harmonic form if the approach of this paper is to 
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be applicable. This is the fundamental restriction 
on this work. (It should be noted that, in alternative 
methods, when one introduces normal modes, this 
restriction is implicitly also present.) 

Let us write the harmonic Hamiltonian of a simple­
cubic lattice (non-atomic) up to second-nearest 
neighbors'6) 

+ !mw2[(x;kl - Xi+lkl)2 + ... ] 
+ !mX2 [(x;kl - X;k+1l)2 + ... J 

+ !mj.,2[(x;kl + X;+lk+1l)2 + ... ] 
+ !m/[(x;kZ - X;k+IZ+I)2 + ... J 

+ m/[(x;kZ - X;+lk+U)(Y;kZ - Y;+lk+l1) + .. 'J}. 
Only types of terms have been written down; 

what is not explicitly stated can be added by con­
sideration of symmetry. For radial interactions, 
X = 0, f..L = 0, " = T. In the following discussion 
we may assume a general three-dimensional dis­
turbance for the ion labeled (000). The relation 
between H; and H, will be essentially the three­
dimensional generalization of Eqs. (2). 

As the first step we complete the squares in the 
expansion for C' (cf. Sec. 7), that is we find the 
relationship between the coefficients in the expression 

L [a;kl~;kl + (1;kZ !leo J, (26) 
ikl U':;ikl 

t""Z.II.Z 

on the one hand, and the constants of the (complex) 
displacements 

on the other. In effect, we want to find the generating 
functions of a and b in terms of 

Pt(p, q, r) == Pt(p) 

Qt(P, q, r) == Qt(p) 

'" t ;kl L.- {1;klP q r , 

'" t ;kZ L.- a;klP q r . 

(~ = x, y, z is a superscript; j, k, l, are powers). 
One finds immediately that P~(p) = (m/{1)Pt(p), 

but for the generating functions of a one derives 
a system of linear equations: 

V(x.x) = - m{w2(p _ 1)2p-l 

+ X2[(q _ 1)2q-l + (r - 1)2r -1J 
+ p2[(pq _ 1)2p-'q-' + (pr _ 1)2p-lr-1 

+ (pq-J _ 1ip-' q + (pr- I - 1)2p-'rJ 

+ /[(qr - 1)2q-'r -' + (qr- I - 1)2q-'rJ) 

-mT2(pq + p-Iq-I _ pq-I _ p-I q), 

with two more equations obtained by cyclic inter­
changes of (x, y, z) and of (p, q, r). There is no point 
in writing out the solutions of (27) because we shall 
soon see that, similarly to the one dimensional 
problem, both Q and Qa can be given explicitly in 
terms of ft(p, s). This function, whose meaning is 
the obvious three-dimensional generalization of the 
work at the beginning of Sec. 8, is the fundamental, 
random-walk generating function of the problem. 
To find it we proceed as in that section and finish 
up with three equations of the type 

V(x.xlix(p, s) + V(x.vliy(p, s) + V(x.zliz(p, s) 

-Pt:~ [fx(P, s) - fx(p, 0) - s(~s fx(p, s)) ] 
s I U JI 8-0 

(28) 

The time and temperature dependence enter 
through t and p = - (1 - i{1/t)-'. The solution of 
this set of inhomogeneous equations by means of 
matrix inversion is straightforward, in principle, 
and, when numbers are introduced, also in practice. 
There will be just one inhomogeneous term on the 
right-hand side in either of the situations I and II, 
as indicated. 

There is also another. more abstract way of 
solving inhomogeneous equations, namely in terms 
of the eigensolutions of the corresponding homo­
geneous equations. This approach, which is com­
putationally much more exacting, leads us to the 
normal-modes methods. We postpone its considera­
tion to Sec. 11, where we show how our results can 
be reduced to the Lamb formula. 

Next we have four equations 

V(x.x)Q: + V(x.v)Q: + V(x.z)Q; = -l/{3Qx, 

where explicitly 

(27) Qt(p) = (mp/it)T.: S-It.(p, S)I/>(S-I, p) 

P~(p) = -m/{3T.: t.(p, S)I/>(S-I, p) 

Q~(p) = (tjip{1)[T.: sft(p, S)I/>(S-I, p) 16 C. Kittel, Introduction to Solid State Physics edited by F. 
Seitz and D. Turnbull (John Wiley & Sons, Inc., New York, 
1959), 2nd ed. - (Sh)8~",I/>(O, p)J. 



                                                                                                                                    

114 R. ENGLMAN AND P. LEVI 

The first two equations are, mutatis mutandis, 
Eqs. (21) and (20). The third has already been 
given. The last formula is the result of operating 
with T.: tscf>(s-\ p)/ip{3 on (28), comparing with (27), 
and deriving the asymptotic behavior of f from 
equation (28). The final result of this section 
achieves our goal, the intensity transform, with a 
compact formula 

fl(t) = exp L {Tp: ![P~(P)P€(p-l) - Q';(p)Qt(P-I)] 
t 

+ eO + mp/itTp .. : 

(SZ-I - 1)ft(p,Z)ft(p-l, s) 1{I(S-1 , p)) (29) 

p-' = (p-I, q-I,r-I). 

This result contains the specialized universal (Le., 
independent of the details of the harmonic lattice) 
Hausdorff functions cf> and 1{1, Eqs. (10) and (11); 
the random walk functions f of the lattice, the 
solution of Eqs. (28); and the number eO, the constant 
part of A - pB. (It will be shown, however, in 
Sec. 11 that in most cases of interest the part con­
taining cf> cancels completely.) The operator Tp .. : 
seeks out the term independent of all of the five 
variables psz. This means that the problem has been 
solved in terms of a five-dimensional integral, in 
which one integration can be performed trivially, 
and the solutions of a set of inhomogeneous equations 
whose coefficients are functions in a four-dimensional 
space. 

We do not think that general remarks and vague 
advice on a computational program could add 
much to the value of this paper. More to the point 
will be our pending comparison with the normal 
mode approach. One should, nevertheless, point out 
that, apart from the obvious procedure of solving 
the inhomogeneous equations numerically and using 
the numbers immediately in the quadratures, there 
is also the possibility of a formal, algebraic solution 
coupled with the use of extensive tables of integrated 
generating functions!7 

10. FURTHER GENERALIZATION 

The notation for the monatomic simple-cubic 
lattice was purposefully chosen to be such, that 
only a few remarks should be necessary to deal 
with a general lattice, with many different atoms in 
the unit cell. The forces must be harmonic, however. 

(j, k, l) will label the unit cell in a coordinate 
system appropriate to the lattice, ~ will run over 3s 

17 A. A. Maradudin, E. W. MontroIl, G. H. Weiss, R· 
Herman, and H. W. Milnes, Mem. Acad. Roy. Belg. 14, 
7 (1960). 

values for 8 atoms per unit cell. The form of the 
coefficients V(t.~) is indicated by the notation: 
you differentiate the potential with respect to ~, 
you will then get terms containing the 1/ of a par­
ticular unit cell. If this unit cell is (j', k', l'), with 
the cell of ~ regarded as the origin, then the coefficient 
of f~ in the analog of (28) will be got on replacing 
1/ by piqV. Further, the equation connecting P~ 
and P€ will be modified by using m€ instead of m. 

Another interesting generalization of the previous 
work is when the radiating atom changes its equilib­
rium distance and receives a recoil at the same time. 
This may be realized if the crystal emits or captures 
a highly energetic charged particle, e.g., a heavy 
particle or a fast electron, or, less realistically, if 
an inner shell electron is transferred from one atom 
to its neighbors. (Here, however, a maximum recoil 
energy of only about 50 cm -I seems possible.) In 
these events f(s) has not got a definite parity and 
both odd and even parts of 1{1 enter in (29). 

11. THE LAMB FORMULA. ASYMPTOTIC BEHAVIOR 

We owe the reader the reduction of (29) to a sum 
over normal modes. As noted earlier, (28) can be 
solved for f(p, s) in terms of the three eigenvectors 
e;(p) and eigenvalues Si(P) of the homogeneous 
equation. In fact, when dealing with case I and a 
monatomic lattice, 

f( ) 
_ ~ ei(f(p, 0)· e;) 

p, s - L.. 2/2 . 
• -1.2.3 1 - s s, 

When we substitute this expression into (29) and 
perform the operation T •• [either by contour inte­
gration or by expansion of (1 - i/S~)-l in a series], 
we find that the contribution from first line of (29) 
which involves cf> cancels (by virtue of the ortho­
normal vectors eo) the contribution arising in (29) 
out of the third line of /1{1. in (12), while the -!p 
suffices to cancel the constant CO = itk2/2m, k 
being the recoil momentum. These remarkable 
cancellations will occupy us in more than one way. 
One needs to remember now that, although intro­
duced in a different manner, the e,(p) are in fact 
the polarizations of the pth mode and that s, are 
related to the eigenvalues of the mode by S~l = 

-itw';p. Then from (29), (12) and with k = (k, 0, 0) 

In fl(t) = Tp: L (k·eY 
, 2mw, 

x [ciw''(ii + 1) + e-iw"ii - (2ii + 1)], 

ii = (cw'lkT _ I)-I. 

The operator Tp can be transformed into a sum­
mation over normal modes by putting 
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(over the unit circle), 

and substituting p = limL .... ., exp 27r'iln/L (where 
land L are the lengths of the unit cell and the 
lattice, respectively). 

The intensity transform of the Franck-Condon 
case can also be reduced to a sum over normal 
modes. Two differences arise. One is that in terms 
of the fundamental constant a of the problem !:lqj 
(see Sec. 6) is given in a form which is more compli­
cated than the case I counterpart. Secondly T. ~ 
f ds/ s contains a nonvanishing contribution when 
taken over an infinite circle. 

The fact that the net contribution to the intensity 
comes entirely from 1/; is very suggestive. We have 
noted quite early that the successive order com­
mutators in the Hausdorff function C(A, B) denote 
the progressive outward propagation of the disturb­
ance. cp and 1/; differ in this respect, that the former 
consists of terms which denote a continual spreading 
of the disturbance, whereas in 1/; the disturbance 
first spreads then reconverges at the source. This 
gives us a nice physical picture of how the radiating 
source puts out its feelers further and further, and 
regulates its emission according to what informa­
tion it receives. 

In this sense, then, the limit t ~ <XI corresponds 
to the accumulation, at the source, of information 
from the whole body of the crystal. However, from 
the point of view of emitted radiation, and if 

In oCt) ~ (consth X t + (const)2 + 0(1), 

then an infinitely sharp line (eventually broadened 
by relaxation effects) will be received with a strength 
proportional to exp (const)2. 

The expansion of In oCt) in the mentioned form 
can be carried out both for cases I and II for a 
three-dimensional crystal, when also (const)l = O. 
In two or one dimensions the expansion cannot be 
carried through, the trouble occurring at Wi = O. 
Evidently the stability of the lattice is lacking in 
these cases. 

(const h is the measure of the strength of the 
Mossbauer line in the nuclear-recoil case. It has 
been calculated by various elegant5

•
6 methods, and 

also computed numerically as function of tempera­
ture. It will be noted, that it is directly given by 
our formulas on letting espB ~ 0 in (10) and (12). 
(This is required, since in the p integration, the 
exponential oscillates infinitely, when t ~ <XI, giving 
a contribution 0: rl/2. Cf. the asymptotic behavior 
of the Bessel-function or of the integral treated in 
reference 17.) 

For case II, one finds that 

In oU) ~ L Tpa: 
~ 

imp [ t (p )] t ( )( (1+p)(. 1)-1 -t- Z ~ ,Z ..... ., E p, S e - , 

a quantity which is actually independent of t. 

12. CONCLUSION 

In this paper, two problems in lattice dynamics 
have been approached from a new angle. The same 
approach should also be applicable to other problems: 
Primarily, we have in mind infrared absorption, 
quadrupole nuclear resonance, and radiation by an 
impurity in a lattice. In the course of our treatment 
an elaborate mathematical foundation had to be 
laid down and mastered. We must now ask ourselves, 
whether or not it was worthwhile. 

As pointed out in the Introduction, we have 
presented solutions in a closed form and entirely 
within the framework (that is to say, using the 
data) of the problem posed. This must be regarded 
as the central achievement. Now, the normal modes' 
approach leads to a solution, which, in certain 
simplified situations but not in the general one, 
can be coupled with the data of the distribution of 
frequencies to yield numerical results. This is, there­
fore, a more practical, but not an entirely self­
contained procedure. The question now arises: Can 
one not also determine the unknown parameters 
(Wi' !:lqi, k·ei) of the normal modes' method a 
priori, from the data of the problem? Of course, 
one can, in principle, but for practical purposes 
this would require calculational efforts which are 
far in excess of the simple matrix inversions and 
quadratures of the present treatment. Alternatively, 
since the formulas of the normal modes' method are 
effectively diagonal sums, one could try to reduce 
these sums to others by formal methods not in­
volving the diagonalization of the energy matrix, 
and would therefore be effectively equivalent to 
our result. In this connection we must reemphasize 
a shortcoming of our method which first introduces 
cp and the odd part of 1/;, only to find later that both 
of these disappear in the final results. Now, we have 
shown at the end of Sec. 10 that there are problems 
in lattice dynamics where 1/; enters and stays. We 
do not know whether this is ever so with cp, or whether 
there exists an equally general mathematical 
formalism which does without it. IS 

18 It should be noted that in a recent work (R. Englman, 
"Solid-State and Molecular Theory Group," M.LT. Quarterly 
Progress Report No. 42, April 15, 1962, unpUblished) on the 
effect of a changed force constant on the spectral line, the 
function", appears in the final result. 
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We have developed a general formalism for obtaining the low-order distribution functions 
nq(rh .. , , r.) and the thermodynamic parameters of nonunif?rm equilibrium ~ysterns whe:e. t~e 
nonuniformity is caused by a potential U(r). Our method COnsiSts of transformlng from an lrutI~ 
(uniform) density no to the final desired density nCr) via a functional Taylor expansion. When no IS 
chosen to be the density in the neighborhood of the r'B we obtain n. as an expansion in the gradients 
of the density. The expansion parameter is essentially the ratio of the microscopic correlation 
length to the scale of the inhomogeneities. Our analysis is most conveniently done in the the grand 
ensemble formalism where the corresponding thermodynamic potential serves as the generating 
functional [with U(r) as the variable] for the nq. The transition from U(r) to nCr) as the relevant 
variable is accomplished via the direct correlation function which enters very naturally, relating the 
change in U at r2 due to a change in n at rl. It is thus essentially the matrix inverse of the two-particle 
Ursell function. The recent results of Stillinger and Buff on the thermodynamic potentials for non­
uniform systems follow as a special case of our analysis without any recourse to the viria! expansio~. 
Thus, they hold also in the liquid region. In a succeeding paper we apply our analYSIS to obtam 
the asymptotic behavior of the radial distribution function in a uniform system. 

I. INTRODUCTION 

I N a previous paperl we considered the form of 
the low-order distribution functions n.(rl , ••• , r.) 

in a nonuniform system represented by a canonical 
ensemble. We investigated there both the case of 
an equilibrium system, where the nonuniformity 
comes from the existence of an external force field, 
and the case where the system is in a quasi-stationary 
nonequilibrium state characterized by local thermo­
dynamic variables. In the latter situation the local 
equilibrium canonical ensemble represents only the 
lowest-order approximation to the true state of 
affairs. In either case our principal aim was to show 
that the low-order distribution functions n. obtained 
from the N:.particle canonical ensemble by inte­
gration over N - q variables were local quantities, 
i.e., depended only on the density and temperature 
in the vicinity of the region where r 1, ••• , rq are 
located. This is, of course, physically essential and 
intuitively" obvious." 

We were able to prove this local property in 
reference 1 on the basis of a theorem (obtained 
rigorously only in the low-density limit) concerning 
the asymptotic fonn of the distribution n.+1 when 
the set of q + l particles is separated into groups 
of q and l particles that are "far" apart, 

* Supported in part by the U. S. Air Force Office of 
Scientific Research, the United States Atomic Energy Com­
mission and the National Aeronautic Space Agency. 

I J. L. Lebowitz and J. K. Percus, Phys. Rev. 122, 1675 
(1961). 

1 aN (N an.)(N anI) n.+l ~ n.nl - N2 iif aN aN' (1.1) 

where S- is the characteristic parameter of the particle 
reservoir, chemical potential divided by kT, which 
when placed in contact with our system, would yield 
N(S-) = N. Using (1.1), we were able to develop 
some general expressions for the changes of the n. 
with variations in the thermodynamic parameters 
which showed that they depended only on the values 
of these parameters within a correlation length of 
nq, i.e., the asymptotic N-l part disappeared in the 
end result. More precisely, this is the region in 
which the Ursell function £1'. is different from zero 
for N ~ 00. We did not however carry out an ex­
plicit evaluation of these changes. This would indeed 
have been quite cumbersome within the canonical 
ensemble formalism, where N is fixed. 

The purpose of this note is to carry out more 
explicitly, the evaluation of the no's and that of the 
thermodynamic properties of nonuniform equilib­
rium systems. This will enable us to make contact 
with other recent work on such systems,2.3 and will 
also yield some new insights into the structure of 
fluids in general. For convenience, we shall use the 

2 F. H. Stillinger and F. P. Buff, J. Chern. Phys. 37, 1 
(1962). 

3 E. W. Hart, Phys. Rev. 113, 412 (1959); 114, 27 (1(l59); 
T. Hill, J. Chern. Phys. 30,1521 (1959); F. P. Buff and F. H. 
Stillinger, ibid. 25, 312 (1956). See also T. Morita and K. 
Hiroike, Progr. Theoret. Phys. (Kyoto). 23, 1003, (1960); 
C. De Dominicis, J. Math. Phys. 3, 983 (1962). 
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grand ensemble formalism, where the existence of 
an infinite particle reservoir corresponds to making 
the N appearing in (1.1) effectively infinite and leads 
thus to true product distributions in the asymptotic 
region. The disappearance of the N- l terms in (1.1) 
for an open system was proven rigorously in reference 
1 in the region in which the virial expansion is valid. 

II. GENERAL FORMALISM 

where 

'" 
(2.2) 

Z = L: QNe(A+II#)N, 
N~O 

The Hamiltonian of our system, when there are and 
N particles present, will have the form 

N N 

HN = L: pU2m + L: c/J(ri;) + L: U(ri) , (2.1) 
i=l i<i i-I 

where U (r) is the external potential. We can consider 
either the case where U determines the spatial extent 
of the system or that where the system is in a 
periodic box of volume 0 = L 3 , in which case U 
also has to be periodic. The grand-canonical phase­
space ensemble density is given by 

PN(rl , ... ,rN, PI, ... ,PN) = (Z-lIN!)/~N-IIHN 

{3 = (kT)-t, A = ~ In (27rmkTlh2) 

'Y(r) = A + {3p. - (3 U(r) , 

with T the temperature, p. the chemical potential, 
and Z the grand canonical partition function. In a 
uniform system (periodic boundaries, U = 0), In Z 
reduces to fJpO where p is the pressure, differing' 
from other definitions of the pressure (such as the 
average virial pressure (3p = a In ZlaO) only by 
terms of order 0-1

• 

The lower order distribution functions f. are 
= W(N)e- IIHN IN! QN, defined as 

'" N! f f.(r" .,. r.,p" ... P.) = J.; WeN) (N _ q)! PNdrHl ... drNdp.+, ... dpN 

• = II [(27rmkT)-3/2e-lIv,·/2m]n.(r" ... ,r.), (2.3) 
i-I 

where 

n = • L: WeN) (N ~! J' f exp {-(3 £, L,L: c/J(rii) + u(ri)]}IN! QN dr.+, ... drN 
N q . 1-1 1<1 

L: W(N)n.(rl , ... ,r.; N) 
N 

= ~ ~ (N 2 q)! f exp { ~ ['Y(r;) - (3 t; c/J(ri ;)]} drH, ... drN' (2.4) 

Here n.(N) is the q-particle configurational distri­
bution in a canonical ensemble of systems containing 
N particles each. 

It is seen from (2.2) and (2.4) that In Z may be 
med as a generating functional for the no's: 

a In ZI6-y(r,) = nl(rl) == n(rl) 

an(rl ) I a'Y(r2) = n2(rl , r2) - n(rl)n(r2) 

+ n(rl) oCrl - r2) 

an.(rl , ... r.)/6-y(r) = nHl(rl , ... r.,r) 

+ n.(rl , ... ,r.) [t o(ri - r) - ncr)]. 
• -1 

(2.5) 

(2.6) 

(2.7) 

Some simplification of notation is achieved if we 
introduce the distribution functions na in which the 
various arguments are allowed to represent identical 
particles: 

n(r) = nCr), n2(rlf2) = n2(flf2) + n(fl) O(fl - f2), 

na(flf2ra) = na(flf2fa) + n2(tlf 2) o(r2 - fa) 

+ nzCf2ra) a(fa - f l) + n2(rarl) o(rl - r2) 

+ n(rl ) o(rl - r2) o(r2 - ra), ... . 

In terms of the no's, (2.7) assumes the form 

on.(rl , •.• r.)lo,,/(r) = nHl(rl , ... ,r., r) 

- n.(rl , ... r.)n(r) . (2.8) 
• J. L. Lebowitz and J. K. Pereus, Phys. Rev. 124, 1673 

(1961). If we define the corresponding UrseH distributions 
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~ a to be the same functions of the n. as the (fa 
are of the n,: 

~l(rl) = nl(rl)' ~2(rlr2) = n2(r1r2) - nl (rl)nl (r2) , 

the sequence (2.8) finally reduces to 

O~a(rl' ... ra)/o'Y(r) = ff:a+1(rl , ... ra, r). (2.9) 

The matrix inverse of (2.6) will play an important 
role in what follows. Writing it in the form 

[n(rl)n(r2)]112 Vy(r2)/on(rl) 

= o(rl - r2) - C(r2 , r l), 

we find from the defining interrelation 

that C satisfies the equation5 

G(r2, r l) = C(r2, r l) + J G(r2, r)C(r, r l) dr, 

where 
G(r2, r l ) = [n(rl)n(r2)rI/2(f2(r2, r l ) 

= [n(rl)n(r2)]1I2[g(r2r l ) - 1] 

(firl , r2) = n2(rl , r 2) - n(rl)n(r2)' 

(2.10) 

(2.12) 

(2.13) 

The existence of the inverse (2.10) is a direct conse­
quence of the use of a grand ensemble, for in a 
petit ensemble, n(r) cannot be varied arbitrarily. 
It is clear from (2.12) that C is the generalization to 
nonuniform systems of the usual direct correlation 
function introduced by Ornstein and Zernike.6 

Equations (2.10) and (2.12) may also be written 
in the form 

_ (n(rl»)112 0 In [n(rl)e-1'<r,,] 
C(rl , r2) - n(r2) 0 In n(r

2
) , 

(2.14) 

(1 - C) = (1 + G)-I, (2.15) 

the last being a matrix equation with 1 the unit 
matrix. The quantities G and C are always symmetric 
in their arguments; thus G and C are Hermitian. 

III. LOCAL NATURE OF DISTRIBUTION FUNCTIONS 

We shall now use the results of the previous section 
to examine the degree of locality of the distribution 
functions in a nonuniform system, independently of 
any assumption as to existence and rapidity of 
convergence of virial expansions. Our approach will 
be to start with a suitable uniform system and then, 
by altering the external potential, create the density 

5 J. Yvon, Supp!. Nuovo cimento 9, 144 (1958); J. K. 
Percua, Phys. Rev. Letters 8, 462 (1962). 

6 L. S. Ornstein and F. Zernike, Proc. Acad. Sci. Amster­
dam 17, 793 (1914). 

pattern desired. The process of "turning on" an 
inhomogeneity in density then enables one to express 
parameters of a nonuniform system in terms of 
analogous quantities of a "nearby" uniform system. 
In fact, as we shall see, the omnipresence of the 
direct correlation function of microscopic range 
makes it possible to deal with very large inhomo­
geneities on a macroscopic level. 

The effect of a finite density change ~n(r) on a 
quantity f specified initially for no(r) may be de­
termined by a functional Taylor expansion about 
f[nor For this purpose, it is convenient to visualize 
the density change as due to a parameter a which 
varies from 0 to 1: 

( ) 
{
no(r) at a = 0 

nri a = 
n(r) at a = 1, 

(3.1) 

since an ordinary MacLaurin expansion, including 
remainder term, may then be used: 

_ ,-I 1. aif(a) I 11 aBf(a) (1 - a)o-l 
f[a] - :E ., a j + a' (_ 1) , da. ,-01. a a-O 0 a 8 • 

(3.2) 
Now employing the chain rule 

~ = r anCr; a) 0 dr (3.3) 
aa • aa on(r; a) , 

we have the desired functional expansion 

fen] = f[no] + J an(rl ; a) I of [no] dr
l aa 0 onO(rl) 

+ ! [ff an(rl ; a) an(r2; a) I 
2 aa aa 0 

X o2f[no] d d 
onO(rl) onO(r2) r l r 2 

+ J a2
n(rl ; a)1 of [no) dr

l
] 

aa 0 onO(rl) 

+ ... + t (1 - a)'-l [J ... J an(rl ; a) ... 
10 (8 - I)! aa 

X an(r.;a) oBf[n(a)] dr
l 

••• dr 
aa on(rl ; a) ... on(r.; a) , 

+ ... + J aBnCrl; a) of[n(a)] drl ] da. (3.4) 
aa on(rl ; a) 

In the special case in which we choose, as we may, 

n(r; a) = (1 - a)noCr) + an(r) 

= no(r) + a ~nCr), 
(3.5) 

7 A systematic examination of the use of functional 
differentiation to obtain general results applicable to non­
uniform systems has been made by G. Stell (to be pub­
lished). 
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Eq. (3.4) reduces to 

.-1 1 J J f[n] = L 1 . . . .1n(rl )· •• .1n(r;) 
,-0 }. 

x o;t[no] drl ... dr· 
Ono(rl) ... on(r;) , 

+ - a . . . .1n(r
1

) • •• n(r) 11 (1 )"-1 I I 
o (s - I)! • 

o'f[n(a)J 
X ~ ( ) ~ ( ) drl ••• dr,da. 

lin r l ; a ... lin r.; a 
(3.6) 

It is to be noted that the variational derivatives 
which have direct significance are [see (2.5)-(2.7)] 
with respect to 'Y(r), not nCr). We must then trans­
form appropriately: 

of[nJ = I of[nJ o'Y(r') dr' 
on(r) o'Y(r') On(r) , 

On(rl) on(r2) 

-1f o2t[nJ o'Y(ri) 8')'(r~) dr' dr' 
- 8')'(r~) o'Y(r~) on(rl) On(r2) I 2 

In(r) - n(x) I ~ [Ir - xl/L(x)Jn(x). (3.11) 

If f[n] = n.(x l , .,. X,; n), then Eq. (3.6), by virtue 
of (2.7), (3.7), and (2.8), reduces for the case when 
(3.6) is truncated after one term, 

n.(xI, ... x.; n) = n,(xI' ... x.; n(x» 

+ { II .1n(r){n,+I(XI ' ••• x,, r'; n(a» 

+ n.(xl , ... x.; n(a){ ~ O(X; - r') - n(r')]} 

X rn(r)n(r')r I/2 [o(r - r') 

- Ger, r'; n(a»J dr' dr da. (3.12) 

Assuming that 

I [n(r)n(r')rIl2 IG(r,r';n(a»1 dr 

~ (KI - I)/n(r', a), 

I [n(r)n(r')r I/2 Ir - r'IIG(r,r';n(a»1 dr/KI 

~ 'AI/n(r', a) , 

J of[nJ o2'Y(r') , + 8')'(r') on(rl) On(r2) dr , ... . J I n,+I(xI'." .. x"r'in~~» - 1) dr' 
(3.7) n.(XI," x.,n(a»n(r ,a) 

The successive derivatives of "( are obtained from 
the general matrix relation 

~ (K2 - s)/n(x), 

I Ir' - xii n.+l(xl , .... x.;r';n(~» - I) dr'/K2 
(3.8) In. (Xl , ... x., n(a»n(r , a) 

for an arbitrary first-order differential operator D. 
Thus, 

On(rl) On(r2) 

I (8')'(rll») 0 (on)-I 
= On(r

2
) 8')'(r") 0"( (r', r l ) dr" (3.9) 

becomes 

(3.10) 

and higher derivatives are similarly found. 
We may term a distribution function n.(xi '" x,) 

in an inhomogeneous system local in character if 
its deviation from the value it would have in a 
uniform system, of density n(x) with x in the 
region XI, ... , x., is of the order of a molecular 
dimension divided by the scale of the inhomogeneity. 
Let us suppose for definiteness that, having fixed 
the point x, then throughout the system 

~ 'A 2n(x) (3.13) 

exist over the full integration range, it follows from 
l.1n(r) I ~ [n(x)/L(x)](lr' - xl + Ir - r'D and 
(3.13) that 

In. (Xl , ... x.; n) - n,(xI , •• , x,; n(x» I 

~ (KIK2 'AIL~x)'A2 + sKI L~») 

X J n.(x l , •.• x,; n(a» da, (3.14) 

where x is the point of smallest density in the set 
Xl, ... x. and R is the diameter of the set. 

Thus n. will certainly exhibit local charac­
ter in the sense described above if C( , r) and 
n.+1( , r)/n,( )n(r) - 1 fall off faster than I/r' 
as r ~ ex>. By including further terms in (3.6), 
one can similarly produce a remainder term which 
is bounded by a higher power of a microscopic to 
macroscopic length. Disregarding the remainder, let 
us investigate the form of these terms, which are 
expressible in terms of parameters of a uniform 
system. If we apply (3.7) and (3.10) to (3.6), and 
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make use of (2.9), the full Taylor expansion of f[n] 
becomes 

f[n] = f[no] + J :~~~~j [no(r)no(r')r
l/2 

X [oCr - r') - Co(r, r')] .:In(r) dr dr' 

1 J 02f(no) [() (') + 2 c5-y(r~) c5-y(r~) no rl no r l 

X nO(r2)nO(rm-1I2[o(rl - rO - CO(rl , rO] 

X [o(r2 - rn - CO(r2' r~)] 

X .:In(rl) .:In(r2) dr: dr~ drl dr2 

- ~ J ~~~~ 5'ao(r:r"r"') [nO(r2)nO(r") 

X no(rOno(r')nO(rl)nO(r"')rI/2 

X [0(r2 - r") - CO(r2, r")] [o(r: - r') 

- Co(rL r')] [o(rl - r"') - CO(rl' r"')] 

X .:In(rl) .:In(r2) dr: dr' dr" dr'" drl dr2 + . . .. (3.15) 

This is in essence a local decomposition. That is, 
o'f/c5-y(rl ) ... o'Y(r.) will, in general, vanish unless 
r l, ... , r. are within a microscopic correlation range 
of each other, and of any space points associated 
with f itself. The ff'. likewise vanish asymptotically 
with respect to all arguments. The connecting links 
are always direct correlation factors Co(r, r'), and 
since these are similarly short range (indeed the 
range of the internal potential, according to the 
P.Y. approximationS), the various .:In are thereby 
restricted to the same region. In fact, since each 
.:In is restricted to a predetermined region, one can 
absorb large spacial inhomogeneities and still utilize 
a Taylor expansion 

.:In(r) = .:In(x) + (r - x). V(.:ln(x» 

+ !(r - x)(r - x): VV(.:ln(x» + (3.16) 

Consider once more the distribution functions' 
and in particular the s-body Ursell distribution 
ff'.(XI' ... x.), in an inhomogeneous system. We 
shall again compare this to the corresponding dis­
tribution for a uniform system at constant density 
no(x) = n(x) for some point x in the vicinity of 
XI, ... ,x., which we will later choose more carefully. 
Now.:ln(r) = nCr) - n(x) and (3.16) becomes 

8 J. K. Percu~ and J. G. Yevick, Phys. Rev. 110, 1 (1958); 
referred to as P. Y.; J. Lebowitz, J. Percus and I. Zucker 
have shown recently that for a one dimensional gas of hard 
spheres C(r) vanishes outside the hard sphere diameter (to 
be published). G. Stell has shown that C(r) = 0 outside the 
hard s:phere diameter implies the P. Y. equation for any 
dimenslOn (to be published). 

.:In(r) = (r - X)· Vn(x) 

+ !(r - x)(r - X): VVn(x) + (3.17) 

Furthermore, for isotropic potentials, the "un­
perturbed" distributions are functions of inter­
particle distance alone. Hence 

J [oCr - r') - Co(r, r')](r - x) dr 

= J [oCr) - Co(r)](r + r' - x) dr 

= (r' - x) J [oCr) - Co(r)] dr 

= -(x - r')/3/noxo (3.18) 

where X is the isothermal compressibility [see 
Eq. (4.17)]. In a similar fashion 

J [oCr - r') - Co(r, r')](r - x)(r - x) dr 

= (x - r')(x - r')/3/noxo - t(A2/3/noXo)I 

where 

A2 = J r 2Co(r) dr / J [oCr) - CoCr)] dr 

J r 2GoCr) dr 

J [o(r) + Go(r)] dr 

(3.19) 

Combining (3.15)-(3.19), we obtain in general 

f[n(r)] = fOLn(x)] 

+ -+- J ~/- {[-(x - r')'Vn(x)] 
noxo o'Y(r) 

+ ![(x - r')(x - r') - tA21]. VVn(x)} dr' 

1 ( /3 )2 If 02fo + 2 n~xo c5-y(r~) c5-y(r~) 
X (x - rO(x - r~) dr: dr~: Vn(x) Vn(x) 

X [o(rO - Co(rO](x - r' - r~) 

X (x - r' - rD dr' ... dra : Vn(x) Vn(x) + . .. , 
(3.20) 

where throughout subscript zero indicates that the 
quantities are those for a uniform system at density 
n(x). According to (2.9), the modified Ursell dis­
tributions are readily amenable to expansion in 
locally uniform parameters. We have from (3.20), 



                                                                                                                                    

S TAT 1ST I CAL THE R MOD Y N A M I C S 0 F NON U N I FOR M FLU IDS 121 

choosing x = L:~ x'; 8 and observing the structure 
of the /I unperturbed" distributions 

ff2 (X1 , %3) = ff20(X1 , X2) 

+ H (n!) I ffao(X1X2, r') 

X [(x - r')(x - r') + tA21] dr' : VVn(x) 

[o/On(r){F - I U(r)n(r) dr + 'AN//3 ] = 'Y(r)//3 (4.5) 

so that F too serves as a generating function. 
Now we would like to demonstrate the local nature 

of the thermodynamic potentials, i.e., the extent 
to which local energy densities can be defined in an 
inhomogeneous system. Let us first consider E, and 
integrate the infinitesimal change under a density 
variation, oE = J [oE/on(r)] on(r) dr, to obtain 
the s = 1 case of (3.4), with (3.7) applied, 

E[n] = E[no] 

+ 11 j"f an(r; a) oE[~(a)] o'Y(r'; a) dr dr' da. (4.6) 
o J aa o'Y(r; a) on(r; a) 

X 5=ao(rlr2ra)[o(rl) - Co(rl)](x - rl)(x - r) 

X dr ... dra : Vn(x) Vn(x) + ... }, no 

From (2.5) and (2.10) with (4.1), it follows that 

(3.21) ~:e[n] = ~E[no] + (N - No) 

while ~., for 8 > 2, contains a first-order term as well. 

IV. THERMODYNAMIC POTENTIALS 

We can also use the results of Sec. II to obtain 
explicit expressions for the various thermodynamic 
potentials in nonuniform systems. The expressions 
are generalizations of those found by Stillinger and 
Buff.2 For comparison of notation, the quantity 

X(rl , r2) == C(rl , r2)f [n(rl)n(r2)r12 , (4.1) 

of Stillinger and Buff, will be employed. 
Let us recall the interrelations between the com­

monly used potentials in a grand canonical ensemble. 
By virtue of its role as generating function, the 
grand canonical potential 

1 E = - In Z (4.2) 
(3 

is basic to our considerations. A generalized Legendre 
transformation with respect to 'Y(r) suffices to intro­
duce the remaining potentials. From (2.5), coupled 
with the expression G = N p, = J p,n(r) dr for the 
Gibbs free energy, we have 

I 'Y(r) oE/o'Y(r) dr 

= G - I U(r)n(r) dr + 'AN//3. (4.3) 

The Helmholtz free energy F = G - E then results 
from 

I 'YCr) oE/ her) dr - E 

= F - I U(r)n(r) dr + 'AN/{3. (4.4) 

It is of course a consequence of (4.4) that 

- { II nCr'; ex) an~~ ex) X(rr'; ex) dr dr' da. (4.7) 

In particular, if the density is turned on from no = 0, 
in which case {3E[no] = No, we may write 

(3E = J [n(r) - L I nCr; a) an~:; ex) 

X X(rr'; a) dr' da Jdr 
(4.8) 

= I per) dr. 

Here per) is a fictitious pressure which coincides 
with the thermodynamic pressure in a uniform 
system (which has been turned on uniformly). 
Clearly however, per) as here defined depends 
upon the exact process, represented by a, which has 
been used to get from no = 0 to nCr). In the special 
case nCr; a) = an(r) , Eq. (4.8) becomes identical 
with Eq. (25) of Stillinger and Buff. If X(rr'; ex) 
remains short range throughout the transformation 
from no to nCr), then per) depends only upon nCr') 
in the vicinity of r' = r and thus per) is a valid 
energy density; this may prohibit thermodynamic 
transitions during the "turning on" and hence re­
strict the locality property to gases. 

Equations (26) and (27) of Stillinger and Buff, 
which express the Gibbs and Helmholtz free energies 
as volume integrals involving X, may be derived 
in a similar fashion. In Eq. (4.3), we have already 
made use of the fact that, from (3G = J nCr) (3p, dr, 
one has 

/3G = I n(rh(r) dr + I [(3U(r) - 'AJn(r) dr. (4.9) 
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To obtain the form of (4.8), 'Y(r) is then expanded 
as well. It is only necessary to observe that no = 0 
may be achieved by increasing the external potential 
without bound so that all particles are squeezed 
back into the reservoir. Then, it is easy to see, from 
(2.4), that 'Y(r) - In n(r) approaches zero. Hence, 
precisely in the fashion of (4.6) to (4.8), we find 

'Y(r) - in n(r) 

= - t 1 an(r'; ex) X(rr' ex) dr'dex (4.10) 
10 aex ' 

or 

(3G = 1 n(r)[(3U(r) + In n(r) - >'] 

-f 1 n(r) an(~~ ex) X(rr'; ex) dr' da dr. (4.11) 

From F = G - Z, then 

(3F = 1 {n(r)[(3U(r) + In n(r) - >'] 

t 1 an(r' . ex) - 10 (n(r) - n(r; ex» a~ 

X X(rr'; ex) dr' da} dr. (4.12) 

The specialization n(r; ex) = an(r) again recovers 
the results of Stillinger and Buff. 

One would now like to expand the presumably 
local energy densities in terms of the local particle 
density and its derivatives, as in (3.21). The lack 
of uniqueness suggests conceptual difficulties, and 
this is reinforced by the fact that in expanding a 
total energy, there is no "neighborhood" uniform 
density from which one can develop the actual 
density. However, the expression (4.9) is itself a 
unique decomposition of the Gibbs free energy, 
with energy density 

III, to uniform systems at density n(r), and thus 
A2 and l2 are also functions of n(r). Equation (4.15), 
which defines the Gibbs free energy per particle 
in a nonuniform system as a "local functional" of 
the particle density, differs from the other free 
energy density expressions of this section in that 
it does not depend explicitly on the "path" along 
which n(r) has been built up. We have tried to find 
similar path independent expressions for the other 
free energy densities but have not succeeded so far. 

Equation (4.15) may also be thought of as deter­
mining the density n(r) for a system with a chemical 
potential }L, which is a constant independent of r, 
subject to an external field U(r). When the external 
field causes only slight inhomogeneities in the fluid, 
the gradient terms may be neglected to obtain 

}L ~ U(r) + }Lo(n(r». (4.16) 

This equation will have a unique solution for }L(r), 
which may be but slightly inhomogeneous, only 
when one is not near a phase transition. Equation 
(4.16) will also be valid generally for a dilute gas 
where }Lo(n) ex: In n, since the remaining terms in 
(4.14) vanish as n -7 O. 

Finally, we shall make some remarks concerning 
another thermodynamic parameter, the isothermal 
compressibility. For a uniform system, with a 
constant change on due to a constant change 8')', 
we have 

oZ = On 1 [oZ/8')'(r)][8')'(r)/on(r')] drdr', 

yielding, as in (4.7), 

a«(3pQ)/an = Q - n 1 X(r - r') dr dr', 

so that 

x;;-! = nap/an = nkT[ 1 - n 1 X(r) dr 1 (4.17) 

By virtue of the relation 

n(r)}L = (3-![n(r)-y(r) + n(r)«(3U(r) - >.)]. (4.13) 1 [g(r) - 1] dr 

If 'Y(r) is then expanded according to (3.20) about 

its value at uniform density n(r), we readily obtain = [I X(r) dr]{ 1 + n 1 [g(r) - 1] dr} , (4.18) 

(3}L = (3U(r) + (3}Lo[n(r)] - HA2(3/n2xo)'\l2n(r) 

- il2(.B/n\0)2[V ·n(r?] + ... , 
where A2 has been defined in Eq. (3.19) and 

l2 = n 1 5=30(r1r2ra) [o(r!) 

(4.14) 

- CO(r1)]r2·ra dr! dr. drs. (4.15) 

The quantities with subscript zero refer, as in Sec. 

where 
g(rl - r2) = n 2(rl , r 2)/n

2
, 

obtained by integrating Eq. (2.13), (4.17) is identical 
with the well-known Ornstein-Zernike compres­
sibility expression. Equation (4.18) is a special case 
of a simple important relationship in uniform 
systems. Since G and C then depend only upon the 
difference of their arguments, they are diagonal in 
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Fourier transform space k, so that (2.12) implies Equation (4.23) reduces to (4.17) for a uniform 

C(k) = G(k)/[1 + G(k)]. (4.19) system when use is made of the relation 

Analogous relations for nonuniform systems may 
be obtained by multiplying (2.12) by [n(r1 )n(r2)]1/2 
and integrating with respect to r~: 

J ffir1 , r2) dr2 = J C(r1 , r2) [n(r1)n(r2)r/2 

X [1 + n-
1
(r2) J ff2(r2 , r) drJ dr2 

= n(r1) J X(r1 , r2{ n(r2) 

+ J ff"2(r2, r) drJ dr2 • (4.20) 

Now it follows from the definition of n., (2.4), that 

= L: W(N)[Nn.(N) - (N)n.(N)] - qn. 

= kT an.! iJJ.I. - qn •. 

In particular, therefore, 

J ff"ir1 , r2) dr2 = kT iJn(r1)/iJJ.I. - n(r1). 

Combining (4.22) and (4.20) yields 

iJn(r1) {J iJn(r2)} 
iJf3J.1. = n(r1) 1 + X(r1 , r2) iJf3J.1. dr2 . 

(4.21) 

(4.22) 

(4.23) 

dp/dn = ndJ.l./dn. (4.24) 

v. CONCLUSION 

The general formalism developed here, which is 
summarized in Eq. (3.15), is suitable for application 
to many specific problems. We have used (3.15)9 
with f[nl = 'Y(r) and an external potential U(r) 
caused by keeping one of the fluid molecules fixed 
at the origin to investigate the asymptotic form of 
g(r) in a uniform system. This is compared with 
the Ornstein-Zernike results obtainable from a 
truncation of (4.14). We also plan to apply our 
formalism to obtain an expression for the surface 
tension. This will be related to finding' path inde­
pendent' expressions for the other free energy 
densities (besides the Gibbs). The latter would also 
yield an expression for the entropy density which 
might be of use also for nonequilibrium systems. 
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A high-temperature expansion of the partition function for a lattice of N spins with Hamiltonian 

X = -J L O"~O"i - mHo L O"~ - mH% L 0": 
(if) i i 

is deriyed and thence a~ expansion for the zero-field perpendicular susceptibility is found. By per­
turbatiOn theory, xl.(T) IS also expanded at low temperatures and seen, in general, to increase with 
T fr~m the value ~.!.(~) := Nm2/q 1 J I.' where q is the c?ordination number of the lattice. The per­
pendi.culru: susceptIbilIty ~ re:expressed In terms of near neIghbor pair and higher-order spin correlation 
functiOns In zero field. This YIelds exact closed formulas for the linear chain, the Bethe pseudolattices, 
~nd f~r the plane square. and honeycomb lattices. The behavior of Xl. (T) in the critical region is 
Investigated for these lattIces and for the plane superexchange lattice. 

1. INTRODUCTION 

THE Ising model, originally proposed as a model 
of ferromagnetism, l is one of the simplest 

examples of a many-body system in statistical 
mechanics. In spite of its simplicity, however, it 
embodies the essential features underlying the co­
operative behavior of many physical systems such 
as antiferromagnets, binary alloys, and condensing 
gases. Its study has proved valuable theoretically 
in elucidating the behavior of more complex models 
and the rigorous results obtained by Onsager,2 
Kaufman, a .4 Yang, 5 and others6 for two-dimensional 
Ising lattices have thrown considerable light on the 
deficiencies of approximate statistical methods. 
Most approximations have been misleading guides 
to the true behavior in the transition region which, 
from a fundamental viewpoint, is one of the most 
interesting aspects of the problem. 

Although the Ising model of a spin system is 
frequently regarded as a semi-classical model, the 
spin variables S; commuting with one another and 
taking only the definite values ±1, it may be re­
garded equally well as a fully quantum mechanical 
model with extreme anisotropic exchange coupling 
between spins. In terms of the Pauli spin operators 
u~, u~, and u~ the Hamiltonian for a lattice of N 
spins may then be written 

X = -J L u~ui - mHo L u~ - mH" L u~, 
(if) i 

(1.1) 
where the z axis is the axis of anisotropy and where 

1 E. Ising, Z. Phys. 31, 253 (1925). 
2 L. Onsager, Phys. Rev. 65, 117 (1944). 
8 B. Kaufman, Phys. Rev. 76, 1232 (1949). 
4 B. Kaufman and L. Onsager, Phys. Rev. 76, 1244 (1949). 
6 C. N. Yang, Phys. Rev. 85, 808 (1952). 
6 R. M. F. Houtappel, Physica 16, 425 (1950); G. H. 

Wannier, Revs. Modern Phys. 17, 50 (1945); Phys. Rev. 
79, 357 (1950). 

H. and H" are the parallel and perpendicular com­
ponents of the external magnetic field. The exchange 
energy J is positive for a ferromagnet and, in 
spectroscopic notation, m = !y(3. The first sum is 
over all pairs of interacting spins (nearest neighbors 
on the lattice) and the following sums run over 
all spins. 

The zero-field parallel susceptibility xl(T) cor­
responding to the Hamiltonian (1.1) has been the 
subject of quite intensive study, mainly based on 
series expansions,7-11 but the perpendicular suscepti­
bility xl.(T) seems not to have been investigated. 

In this paper we show first how the zero-field 
perpendicular susceptibility may be expanded both 
at high and at low temperatures. By using a general 
method for calculating the effects of perturbations 
on Ising models, we then relate xl.(T) to the zero­
field spin-spin correlations of the types (u;u;) = 

(SiSj), (u~O"iuZuD = (SiSjSkS/), etc. Our most interest­
ing results follow from this relation, since by utilizing 
the work of Kaufman and Onsager/ it leads to 
exact closed formulas for the perpendicular suscepti­
bility of various one- and two-dimensional lattices. 
For the lattices that have a transition, the precise 
behavior of Xl.(T) in the critical region is thus 
revealed. It may be summarized generally by saying 
that aXl./aT displays a singularity similar to the 
specific heat anomaly but of relatively smaller 
amplitude.B

•
D 

The high- and low-temperature expansions are 

7 C. Domb and M. F. Sykes, Proc. Roy. Soc. (London) 
A240, 214 (1957); J. Math. Phys. 2, 63 (1961); M. F. Sykes, 
J. Math. Phys. 2, 52 (1961). 

8 M. F. Sykes and M. E. Fisher, Phys. Rev. Letters 1, 
321 (1958); Phys. Rev. 114, 45 (1959); Physica 28 919 939 
(1962). ' , 

9 M. E. Fisher, Physica 25, 521 (1959). 
10 D. Park, Physica 22, 932 (1956). 
11 G. A. Baker, Jr., Phys. Rev. 124, 768 (1961). 
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discussed in Secs. 2 and 3, respectively, while the 
general relation with the correlation functions is 
expounded in Sec. 4. Detailed results for individual 
lattices are obtained and examined in Sec. 5. Some 
of the leading results of the paper were announced 
without proof in an earlier paperl2 where they were 
discussed briefly in relation to the more general 
anisotropic Heisenberg Hamiltonian and to ap­
proximate treatments of antiferromagnetism. 

2. HIGH-TEMPERATURE EXPANSIONS 

The partition function for a lattice of N spins is 

ZN(T) = TrN{exp (-X/kT)} (2.1) 

where TrN denotes the trace taken in the 2N-dimen­
sional space of the spin operators for all sites. It is 
convenient to introduce the dimensionless tempera­
ture and field variables 

K = J/kT (2.2) 

and 

L. = mH./kT. (2.3) 

A high-temperature expansion of the partition func­
tion is obtained in the normal way by expanding 
the exponential in (2.1) and taking the trace term 
by term which yields 

'" 
ZN(T) = 2: TrN{(-JC/kT)'}/rL (2.4) 

.-0 
On expanding ( - JC/kT)' by the binomial theorem 

[where JC is given by (1.1)] we obtain products of 
the spin operators u~ and u~ in all permutations. 
The trace of any odd power of u; or u~ vanishes and 
since u;u~ = iu~, all products vanish unless both 
u~ and cr~ appear to even powers. This shows, as 
expected, that only even powers of Hz and H. 
appear in the expansions. The absolute value of 
a nonvanishing product containing a given set of 
u; and u~, corresponding to a selection of "bonds," 
"z spins," and "x spins" from the Hamiltonian is 
the same for all possible permutations of the opera­
tors. In virtue of the commutation relation u:d~ = 

-u~cr~, however, the sign depends on the number 
of permutations needed to gather together all the 
u~ factors for each site. In expanding the partition 
f~nction we require the mean value of a product 
averaged over all possible permutations. Since 
operators on different sites commute, the mean 
values may be calculated by multiplying the absolute 
value by a factor Pi for each site. The factor Pi 

12 M. E. Fisher, Physica 26, 618 (1960). 

FIG. 1. A high-order graph entering the general expan.sion 
of the partition function at high temperatures. ~ach Circle 
denotes a z spin and the stars denote doubled x SpillS. 

can depend only on the number of x operators, 
say 2pi' and the number of z operators, say 2qi, 
which appear in the product and must be inde­
pendent of the number of operators for other sites. 

The foregoing arguments show that the partition 
function in an arbitrary field may be expanded in 
terms of graphs constructed according to the 
following rules: 

(a) A graph consists of n bonds between lattice 
sites and 8 x spins and t z spins on lattice sites; 

(b) Repeated bond8 are allowed, that is, between 
a given pair of sites k there may be mk bonds where 
2: mk = n; 

(c) At each site i there must be Pi = 0, 1,2,3, ... 
doubled x spins, where 2: 2Pi = 8; 

(d) At each site i there must also be Ui = 0, 
1, 2, .,. single z spins where 2: u, = t; 

(e) The number of bonds Vi meeting at the site i 
must be such that Ui + Vi is even and equal to 2q,. 

A typical high-order graph exhibiting some of the 
possibilities is shown in Fig. 1. 

If GN(n, 8, t) is the number of graphs of a given 
type G on the lattice of N sites, which satisfy the 
rules (a) to (e), the partition function is given by 

ZN(K, L z , L.) 

= 2N 2: GN(n, 8, t)KnL;L! II (l/mk!) 
G k 

(2.5) 

where the explicit expression for the factors pCp, q) 
is given in Eq. (2.11) below. If the lattice is con­
sidered wrapped on a torus and graphs looping the 
torus are neglected, GN(n, 8, t) is a polynomial in N. 
If we denote the coefficient of N in this polynomial 
by gl(n, 8, t), then the free energy per spin in the 
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limit N is simply13 

-F/kT = In 2 + L glen, 8, t)KnL!L! II (l/mk!) 
G k 

X IIv(p., q.)/(2p.)!u.!, (2.6) 
• 

from which series for the thermodynamic and 
magnetic properties can be deduced by differentiation 
in the standard manner. For the perpendicular 
susceptibility in zero field we evidently need consider 
only closed graphs consisting of a single doubled 
x spin and n bonds of which an even number meet 
at each vertex (site). 

To complete the analysis we must calculate the 
vertex function v(p, q), which takes account of the 
commutation rules at a site where both x and z 
operators are present. (If either p or q vanishes, 
then clearly v = 1.) To accomplish this we introduce 
the generating function 

I/t(~, t) = Tr {exp (~u" + tu') I. (2.7) 

On expanding the exponential and using the defini­
tion of v(p, q), we have 

'" '" 
I/t(~, t) = 2 L L v(p, q)eV t 2°/(2p) !(2q)!. (2.8) 

p=o 0=0 

On the other hand we have generally 

Tr {exp Al = exp Al + exp A2, (2.9) 

where Al and A2 are the eigenvalues of the 2 X 2 
matrix A. Diagonalizing the operator ~u" + tu' 
yields A = ± (~2 + t 2

//
2 so that 

I/t(~, t) = 2 cosh (e + t 2
)1/2. (2.10) 

Expanding the right-hand side of this expression in 
powers of ~ and t and comparing with (2.8) yields 

v(p, q) = (p ~ q) / (2P ~ 2q). (2.11) 

This is symmetric in p and q as it should be and 
reduces correctly to unity if p or q vanishes. For the 
perpendicular susceptibility in zero field we need 
only 

1'(1, q) = I/(2q + 1). (2.12) 

Using the above theory, the high temperature 
expansion for the perpendicular susceptibility in 
zero field for a general lattice is found to be 

xJ.(T) = (Nm2/kT){I - jqK2 - 2p3Ka 

- [~4 - ..fr;q(q + I)]K4 + ... I. (2.13) 

In this expression q is the coordination number of 

13 C. Domb, Advance in Phys. 9, 220, 283, 296 (1960). 

the lattice and Pa and P4 are the number of triangles 
and squares per site of the lattice as defined and 
tabulated by Domb and Sykes. 1a

•
14 For lattices 

like the plane square and simple cubic where all 
polygons have an even number of sides, it can be 
generally seen from the expansion (2.5) that XJ. 

is an even function of K and hence is the same for 
antiferromagnetic as for ferromagnetic coupling. The 
magnetic anisotropy is similarly found to be 

XJ. - XII = -qJNm2(kT)-2{1 + (q - i)K 

+ [q2 _ 2q + i - 4 (Pal q)]K2 

+ [(q - 1)3 - {iq + i - 12(q - I)(Pa/q) 

- ¥(P4/q)]Ka + ... I. (2.14) 

(Note that J is negative for an antiferromagnet). 
The anisotropy predicted by this formula is much 
greater than observed in most real materials. This 
is indicative of the extreme anisotropy of the pure 
Ising coupling.ls 

3. LOW-TEMPERATURE EXPANSIONS 

Low-temperature expansions for the parallel sus­
ceptibility are readily derivedla by expanding the 
partition function in powers of z = e -2K and p. = e -2L. 

The leading term as T ~ 0 for a lattice which orders 
at T = 0 is 

XII(T) = (4Nm2/kT) exp (-2q IJl/kT), (T ~ 0). 
(3.1) 

To calculate the perpendicular susceptibility we set 
H. = 0 in (1.1) and treat the perpendicular term 
JeJ. = -mH" L u~ as a perturbation to the Ising 
coupling Jeo = -J L u;u;. The states In) and 
energy levels En of Jeo are discrete and may be 
classified by assigning definite values of u~ at each 
site ('up' and 'down' spins). In a field the energy 
levels change and the partition function may written 

ZN = L exp [-E,.(Hz)/kT]. (3.2) 
n 

Using the notation 

(An) = z~;t L An exp (-En/kT) (3.3) .. 
for the canonical average of a state variable, the 
perpendicular susceptibility is 

XJ.(T) = -(a2E n/aH!) + (I/kT)«(aEnlaHz)2) 

- (I/kT)(aEn/aHz)2. (3.4) 

14 C. Domb and M. F. S,Ykes, Phil. Mag. 2, 733 (1957). 
15 If the transverse couphng terms -'YJ'L(Ui"Uj" + UiUUju) 

are added to the Hamiltonian (1.1), the leading term in 
Eq. (2.14) is mUltiplied by (1 - 'Y) so that all aniBotropy 
vanishes for Heisenberg coupling ('Y = 1). 
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In zero-field, the derivatives of the energy levels 
are given by the standard perturbation formulas 

-aE./aH. = men I L (T~I n) (3.5) 

and 

1 a2E" 2 L (n I L (T~I n,)2 
-2 aH! = m n' En' - En (3.6) 

provided that degeneracy can be neglected. The 
matrix elements of L (T~ between any two states 
of the same S' (total z component of spin) vanish 
since the operator (T~ merely inverts the spin on 
the site i. Thus, if there is no degeneracy between 
states of different 8", the first derivatives aE,,/aHz 

vanish identically and only the first term of (3.4) 
need be retained. 

A low-temperature expansion for a lattice that 
orders at T = 0 may then be derived by considering 
the states in order of increasing energy above the 
ground state and using (3.3) and (3.6). [Actually 
it is only necessary to consider the terms proportional 
to N in the numerator of (3.3).] The calculations 
are quite straightforward. For simplicity we may 
take the ground state \0) to be unique but the usual 
two fold degeneracy has no effect on the result. 
There are N states Ii) with one "overturned spin" 
and energy 2qlJi above the ground state, which 
are connected to 10) through the perturbation. Thus, 
the susceptibility at T = 0 is simply 

X.L(O) = -a2Eo/aH; = Nm2/q IJI. (3.7) 

States with two overturned spins have energy 
4(q - 1)IJI above Eo if the spins are adjacent 
(!qN states) or 4q\JI above Eo if the spins are 
separated. Similarly with three spins16 the lowest 
energy is obtained if all three spins are neighbors 
although this is only possible on a lattice with 
triangles (Pa rf 0). By considering these states, one 
readily finds 

(T) = Nm
2 {I + _4_ e-2alKI 

X.L q IJI q - 2 

+ 24Pa e-4(a-l) IKI + o(e-4aIKI)}, (3.8) 
(q - 2)(q - 4) 

which shows that x.L(T), in general, increases with 
T at low temperatures. (The mean-field approxima­
tion predicts that X.L is constant up to T = Te.) 

The expansion (3.8) evidently breaks down when 
q = 2, that is, for the linear chain, and when q = 4 
if pa rf 0, as is the case for the kagome lattice. 

16 We drop the adiective 'overturned' when it is obvious 
from the context. 
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FIG. 2. Degenerate configuration of overturned spins 
(crosses) and 'wrong bonds' (solid lines) on the plane-square 
lattice. 

This is because we have so far neglected the de­
generacy of levels of different S·. Thus, for the 
linear chain, any state with a row of adjacent 
overturned spins has the energy Eo + 41JI, while 
on the kagome lattice a triangle of neighboring 
spins has the same energy as an adjacent pair. 
More generally, it is not difficult to see that de­
generacy is certain to occur as soon as the states 
with !q separated spins are considered (assuming q 
is even). For, if the !q spins are all neighbors of a 
central site, the spin on the central site may be 
overturned without altering the energy. [Consider 
for example the configuration on the plane square 
lattice shown in Fig. 2(a).] When degeneracy occurs, 
the first-order formula (3.5) must be modified and 
the second term in (3.4) does not vanish. Conse­
quently, terms of the form e-A

/
T /T appear in the 

expansion for X.L. 
For a lattice of odd coordination number, like 

the honeycomb lattice (q = 3), such degeneracy 
cannot occur. The overturning of a single spin 
always alters the energy of a state and terms like 
e-A

/
T /T do not occur in the expansion. 

To calculate the contribution to x.L(T) from the 
degenerate states, one need only consider groups 
of degenerate states Ir) that are linked through the 
perturbation. The derivatives aE .. /aHz are then 
determined by the roots of the characteristic 
equation 

IBr. - A or.1 = 0, (3.9) 

where 



                                                                                                                                    

128 MICHAEL E. FISHER 

(3.10) 

There is, however, no need to solve the equation 
explicitly since, from (3.3) and (3.4), we require 
only the sum of aE,,/aHz and of (aEn/aHz )2 over 
the group of degenerate states. These sums are 
just proportional to the traces of the matrices B 
and B2, which are readily calculated. 

To illustrate the method, consider the states of 
two overturned spins on the plane square lattice. 
These are coupled in two groups to states of three 
and four spins as shown diagramatically in Fig. 2. 
(Overturned spins are shown by crosses, and "wrong 
bonds," which determines the excitation energy, by 
solid lines.) Group (a) consists of two types of state 
which occur 2N times each, while group (b) com­
prises seven types occuring N times each. The 
matrices B .. are readily seen to be 

Ba = [~ ~J (3.11) 

and 
1 1 

1 1 

1 1 

Bb= 1 1 1 1 (3.12) 

1 1 

1 1 

1 

where the dots indicate zeros. The traces of the 
matrices themselves vanish (which is an instance 
of a general result), but the traces of the squares 
are 2 and 16, respectively. The total contribution 
to the perpendicular susceptibility is thus 

+20(Nm2/kT)e-16IKI (plane square) (3.13) 

and this will be the next term to dominate in the 
expansion (3.8). 

For the three-dimensional tetrahedral (diamond) 
lattice, only states of type (a) arise and since there 
are 6N of these, the coefficient 20 in (3.13) becomes 
12. For the ferromagnetic kagome lattice the third 
term in (3.8) must, similarly, be replaced by 

4(Nm2/kT)e- 12K (kagome). (3.14) 

For the three-dimensional cubic lattices, further 
terms of (3.8) must be derived before the degenerate 
states need be considered. 

For the closed linear chain (or ring) of N spins, 

where the second term in (3.8) is not valid, we must 
consider N(N - 1) states that may be labeled by 
the number n = 1, 2, .. , N - 1 of adjacent over­
turned spins and by the position r = 1, 2, .,. N 
of the first overturned spin. The matrix elements 
are clearly 

Bn.r;n·,r· = O", .. '+I(Or.r· + Or,r'-I) 

+ O",n'-I(Or,r' + or,,'+I) (3.15) 

and so 

Tr {B2 1 = 4N(N - 2). (3.16) 

We must now recall the two-fold degeneracy of the 
ground statel7 so that 

x.l(T) = Nm2/21JI + 2N(N - 2)m2e- 4
:
K /kT + .... 

(3.17) 

The second term here is not proportional to N as 
would be expected on thermodynamic grounds. This 
implies that the analytic behavior at T = 0 in the 
limit N ---t co is not the same as for finite N. A 
similar situation arises with other properties of a 
linear ring of spins and may be regarded as indicative 
of a transition at Tc = O. The true limiting behavior 
is revealed by the exact formula for X.l (T) obtained 
in.Sec.5. 

To close this section, we remark that the positive 
sign of the second term in (3.8), which leads to an 
increase of X.l with rising temperature, is a direct 
consequence of the attraction between neighboring 
overturned spins. If this 'dynamic interaction' is 
ignored, as is done in simple spin wave theory, the 
coefficient +4/ (q - 2) becomes - 2 and the perpen­
dicular susceptibility falls with increasing tempera­
ture. This is the situation for the' superexchange' 
models,18 in which magnetic spins on the bonds 
of a simple lattice interact indirectly through non­
magnetic spins on the sites (see also Sec. 5 helow). 

4. RELATION WITH CORRELATION FUNCTIONS 

To relate the perpendicular susceptibility to the 
correlation functions, we first show that it is sufficient 
to calculate the partition function of a lattice with 
a single magnetic spin. This can be most directly 
seen from the graphical analysis of the complete 
partition function presented in Sec. 2. (For finite 
N the high-temperature expansion is convergent 
for all T > 0.) From the formula (2.5) it follows 

17 This analysis does not apply to an antiferromagnetic 
ring when N is odd, but the result for this case is given in 
Sec.5. 

18 M. E. Fisher, Proc. Roy. Soc. (London) A2S4, 66 
(1960); A256, 502 (1960). 
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that the second derivative a2z N /aL!, which is needed 
to calculate the perpendicular susceptibility, has 
an expansion in terms of graphs involving only a 
single "doubled x spin." This doubled x spin may 
occur on any site, but in virtue of the translational 
symmetry of the lattice (wrapped on a torus), the 
contributions are independent of which site is 
occupied. Consequently, 19 in zero field 

We may now develop an argument familiar in 
connection with the generalized decoration and star­
triangle transformations.20 The function cp depends 
only on a finite number of spin variables 8k and can 
thus take only a finite number of distinct values. 
Consequently it may be expanded as a sum of 
products of the spin variables 8k • Rather than 
expand q,(K L 8k) itself, it proves more useful in 
most cases to write 

a2z N a2z~ az~ 
aL2 = N aL2 = 2N a(L )2 , (4.1) ( • ) [ • ] 

x x x cp K t; 8k = !T.(8k) BO~1 exp K t1808k , 

where Zt(K, Lx) is the partition function of a 
(4.8) 

lattice of N spins in which the perpendicular field so that 
acts only on the spin at site O. The perpendicular 
susceptibility is thus given by (4.9) 

a
2
F 2Nm

2 az~ / 
x.l(T) = - aH; = ~ a (Lx) 2 ZN' 

The partition function to be calculated is 

Zt(K, Lx) = TrN I exp [K L O"~O"; + LxO"~]}' 

(4.2) where the sums are now unrestricted and where 

T.(81 , S2, ... s.) 

(i j) 

(The analysis can actually be carried through in 
the presence of a parallel field H., but since the 
correlation functions in a parallel field are not 
readily evaluated, we omit this slight complication.) 
On introducing the spin variables 8, = ± 1 for all 
sites but 0, this becomes 

Zt = L' exp [K L' 8 iS;] 
8i=::t::l (in 

X Trl {exp [ LxO"~ + K ?; O"~Sk]}' (4.4) 

where the prime denotes that terms involving the 
site 0 are omitted and where 8k are the spin variables 
for the q sites neighboring O. Now the trace in (4.4) 
is merely a special case of the generating function 
Vt(~, r) introduced in Eq. (2.7). Thus, 

Z~ = '~:1 exp [K (:fu' SiS;N(Lx, K ~ Sk)' (4.5) 

On using the expression (2.10) for Vt(~, f), dif­
ferentiating with respect to L; and putting Lx = 0, 
we obtain in zero field 

where 
q,(r) = (sinh t) / t· (4.7) 

19 The argument can be put in more explicit form by 
introducing different fields on each site and then showing, 
along the lines of Sec. 2, that a2ZN /aL,x aL ix vanishes unless 
i = j. The total derivative a2ZN /aL x2 is then given by (4.1), 
the second part following since ZN involves only even' powers 
of Lx. 

(4.10) 

Since T.(81' ... s.) is invariant under the operation 
Sk ~ -8k (all k), we may omit products with an 
odd number of factors and expand in the form 

T.(81 , •• , s.) = Cg + C~ LSkSI 
(kl) 

+ c; L SkSISmS .. + (4.11) 
(kIm .. ) 

where the sums run over the (;r) distinct products 
of r factors formed from the q variables s,.. As the 
Sk run through the 2· possible different combinations 
the identity (4.11) yields 2" equations which can 
be used to determine the coefficients C~ of which 
there are [!q] + 1 in a1l21

: In the present case, many 
of these equations are redundant, but all are re­
quired in the more general case in which different 
bonds have different strengths so that K L s,. in 
(4.10) is replaced by L Kksk. 

To evaluate C~ explicitly, we multiply (4.11) by 
the product S1S2 .. , S~r and sum over all values of 
the Sk' Any term on the right-hand side that con­
tains an unpaired factor Sk will vanish when the 
sum over Sk = ±1 is performed, so that finally 
only the single term matching the product 81S2 ' .. S2r 
survives. On rewriting and using (4.10), the general 
result for the coefficients is found to be 

C~(K)=2-· "~1( g 81) tanh [ K ~ Sk]j K tl Sk' 

(4.12) 

20 M. E. Fisher, Phys. Rev. 113, 969 (1959). 
21 The notation [xl denotes the greatest integer contained 

in x. 
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where r = 0, 1, 2, .,. !q and where the empty 
product is assigned the value unity. An obvious 
generalization of this method yields the coefficients 
when the bonds have different interaction energies. 

For the sake of reference, we tabulate below the 
detailed expressions for C~(K) in the cases q = 2, 3, 
and 4. With the notation 

these are 

and 

r(K) = (11K) tanh K (4.13) 

c~ = Ur(2K) + 1], 

C~ = Ur(2K) - 1], 

C~ = Hr(3K) + 3r(K)], 

C: = Hr(3K) - r(K)] 

c~ = i[r(4K) + 4r(2K) + 3], 

(4.14) 

(4.15) 

C~ = i[r(4K) - 1], (4.16) 

C: = i[r(4K) - 4r(2K) + 3]. 

To complete the calculation of X1- (T), the ex­
pansion (4.11) is substituted in (4.9) and thence 
into (4.2). This yields the final result 

x1-(T) = N
k
m
T

2 
{C~(K) + C~(K) L: (SkSI) 

(kl) 

+ C;(K) L: (SkSISmSn) + ... }, (4.17) 
(kIm,,) 

where the zero-field spin correlation functions (SkSI), 

(SkSIBmSn), ••• between the q spins neighboring the 
site 0, are defined in the standard way through the 
formula (3.3). (As before, the sums run over all 
possible combinations of the q spins). This formula 
expresses X1- in terms of short-range spin correlations 
of order up to q (or q - 1 if q is odd). We show 
below, however, that the correlation function of 
maximal order when q is even can be expressed in 
terms of those of order q - 2 and less. The coeffi­
cients C~(K) and all their derivatives are smoothly 
varying, so that any anomalies in X1- (T) are conse­
quences of similar anomalies in the correlation 
functions. 

By expanding the correlation functions at high 
and low temperatures, one may derive alternative 
expansions for X1- to those found in the previous 
sections. If one expands cp(KLsk)' rather than 
'r.(Sk), in spin products one obtains a slightly dif­
ferent expression for X1- in terms of the zero-field 
properties of a lattice with the spin on site 0 com­
pletely uncoupled from the neighboring spins. 
Denoting the properties of this lattice by a dagger 

the result is 

X1-(T) = N
k
m
T

2 

zz~ {Dg + Df L: (SkSI/ 
N (kl) 

+ D~ L: (SkSISmSn)t + ... }, (4.18) 
(klmn) 

where the coefficients D;(K) are given by the 
expressions (4.12) to (4.15) with tanh replaced by 
sinh and r(K) by cp(K). This formula is a little 
simpler to expand at high temperatures and can 
be used to get a compact expression for the perpen­
dicular susceptibility of the Bethe lattices (see next 
section). 

5. DETAILED RESULTS 

We first verify the behavior at high and low 
temperatures found in Secs. 2 and 3. At high tem­
peratures the standard methods of expansion8

•
13 

show that the correlations fall off as J IkT or faster. 
On the other hand, by (4.12) the zeroth coefficient is 

Cg(K) = 2-· •• ~1 r(K ~Sk)' (5.1) 

= 2-· ~ (~)r[K(q - 2t)J. (5.2) 

At high temperatures K ~ 0 and r(K) 1-
iK2 + O(K4) so that 

Cg(K) = 1 - O(K~, (5.3) 

and it follows immediately from (4.12) that all 
the higher coefficients vanish at least as fast as K2. 
From (4.17) we thus obtain generally 

Nm2 

x1-(T) = kT II - O(K~} (T ~ <Xl) (5.4) 

in agreement with (2.13). 
At low temperatures all the correlation functions 

approach +1 as exp (-AIT) provided the lattice 
orders ferro- or antiferromagnetically. Thus, 

Nm2 [(.+1)/21 () 

X1-(T) ~ kT ~ C;(K) ~r (5.5) 

~ ~;2 ta~KqK = ~~2 tanh qK (T ~ 0), (5.6) 

where the second line follows by putting all Sk = 1 
in the formulas (4.10) and (4.11). Taking the limit 
K ~ ± <Xl confirms the result (3.7). It also im­
mediately follows from the form of the coefficients 
C:(K) that there are no terms of the type e-A

/
T IT 

in the low-temperature expansion of x1-(T) if q 
is odd, in agreement with the previous conclusion. 
[Compare formulas (4.14), (4.15), and (4.16)]. 
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Linear Chain 

For a one-dimensional ring or chain of spins q = 2, 
so that by (4.13) and (4.17) 

Xl.(T) = (Nm2/2kT) 

X {1 + r(2K) + [r(2K) - 1](8182)}, (5.7) 

where (8182) is the second-neighbor spin correlation 
function. By using the Oguchi-van der Waerden 
method of expansion this is seen to be 

(8182) = (v2 + vN
-

2)/(1 + vN
), (5.8) 

where 
v = tanh K (5.9) 

and where we have assumed the chain of N spins 
is closed. (Otherwise the terms in V

N
-

2 and vN are 
absent). Taking the limit N -t 00 for fixed T > 0, 
yields for the limiting perpendicular susceptibility 

• 22 per spm, 

Xl.(T)/N = (m
2/2IJI)(tanh IKI + IKI sech2 

K), 
(5.10) 

which may be compared with the corresponding 
expression for the parallel susceptibility, namely, 

m
2

1 + v m
2 

K 2K 
xu(T)/N = kT 1 - v = PI e . (5.11) 

The result (5.10) is plotted in Fig. 3 (curve a) 
in terms of the reduced dimensionless variables 

and 
(J = l/qK = kT/qlJI 

X = x(qIJI/Nm2). 

(5.12) 

(5.13) 

(Note the restricted extent of the vertical and 
horizontal scales in Fig. 3). Whereas the anti­
ferromagnetic parallel susceptibility has a low broad 
maximum at (J = 1.000 of magnitude XII = 0.3679, 
the perpendicular susceptibility attains a relatively 
high and narrow maximum, 

Xl.max/Xl.(O) = 1.1997, (5.14) 

at the much lower temperature (J = 0.41677, before 
dropping to the value Xl. = 1 at T = o. 

At low temperatures the perpendicular suscepti­
bility of the infinite chain has the expansion 

2 

lim Xl. = ~ {I - 2e-21K1 + 2e-41K1 - ... } 
N~oo N 21JI 

+ (2m/kT)e- 21K1 {I - e-41K1 + ... }. (5.15) 

22 Since the development of the general theory12 this 
formula has been rederived by S. Katsura, Phys. Rev. 127, 
150, 8 (1962), who has obtained, among other interesting 
results, an exact solution for a linear chain in an arbitrary 
perpendicular field. 

1·3 

1·0 f---"----=~~-+-~~~-" 

0·7 

o 0·5 1·0 

FIG. 3. Perpendicular susceptibilities of (a) the linear 
chain, (b) the q = 3 Bethe lattice, and (c) the plane honey­
comb lattice in the vicinity of the maximum. (Note the 
restricted range of the vertical scale.) 

Comparison with Eq. (3.17) shows, as anticipated, 
that the leading term of the temperature dependence 
is not of the same form as for a finite chain. We may 
verify and extend the previous result for finite N 
by expanding (5.7) and (5.8) directly, which yields 

X (T) = N m
2 

{I - 2*(N _ 1)e-4IK1 + O(N2e-SIKI)} 
1. 21JI 

+ (Nm
2
/kT)2*(N - 2)e-4IK1 {I + O(Ne-4K

)} (5.16) 

for the cases J > 0 (all N) or J < 0 and N is even. 
The asterisks indicate that when J < 0 and N 
is odd the coefficient 2 becomes i. 

Bethe Lattices 

Before discussing two-dimensional lattices we 
consider a class of pseudolattices for which Bethe's 
statistical approximation is exact. These are the 
Bethe lattices,'3 that is, infinite homogeneous 
Cayley trees which are completely characterized 
by the coordination number q. (For q = 2 we 
regain the linear chain.) The critical point is de­
termined by the equation 

(5.17) 

and the parallel susceptibility is given by the 
Firgau formula13 

Nm2 1 + tanh K 
xlI(T) = kT 1 - (q - 1) tanh K 

Nm2 2K 
= J qe-2K 

- q + 2 
(5.18) 
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To derive the perpendicular susceptibility above for xl.(T) since the correlation functions are de­
the critical temperature, we use the expression pendent on the solution of an algebraic equation.13 

(4.18) which refers to a "dagger" lattice with a single For the q = 3 Bethe lattice, however, we obtain, 
uncoupled spin. Above T c the van de Waerden ex- with the aid of a transformation of the correlation 
pansion now shows that function (SIS2) (see below and reference 20), 

Z;/ZN = (cosh K)-", (K < K.) (5.19) xl.(T) = (Nm 2/3 IJI) tanh2 K 

since there are q missing bonds in the dagger lattice. X {3 coth IKI + tanh IKI - 3wI(K)} (5.28) 
Similarly, since there are no closed circuits in the where 
Bethe lattice, the spins neighboring the uncoupled 
spin 0 are completely uncorrelated, so that 

(5.20) 

Thus, from (4.18) and (5.2) we obtain the explicit 
expression 

(T) = Nm
2 

(2 h K)-" ~ (q) sinh K(q - 2t) 
Xl. J cos 6 t (q - 2t) , 

(T > Tc) (5.21) 

N 21K 
= :: 0 (coshK'/coshK)"dK'. (5.22) 

From this it follows (for q > 2) that xl.(T) falls 
monotonically as T rises above T c' 

At the critical point we find 

q = 3, xl.(Tc)/Xl.(O) = { = 1.250, (5.23) 

and 

q = 4, = ~ + H In 2 = 1.18853, 
(5.24) 

while for large q it is easy to show that 

lim xl.(Tc) = 1. 
a-'" Xl.(O) 

(5.25) 

This is just the result of the mean-field approxima­
tion. More generally, in the limit q = 00 we find, 
in terms of the reduced variables defined above, 

Xl. = 1/8, 8> 8c = 1, (5.26) 

which is the value for a completely free spin, while 
for the parallel susceptibility 

XII = 1/(8 =F 1) (5.27) 

as J > 0 or J < 0, respectively. 
Below T c we cannot use these formulas since the 

lattice orders and the high-temperature expansions 
in v are not valid. In fact the correlation functions 
have a discontinuity in gradient at T c similar to 
that in the energy.13 It follows that the gradient 
of xl.(T) changes sign discontinuously at T. and 
Xl. (T) falls monotonically again as T drops below T e• 

One cannot now derive explicit general expressions 

wI(K) = 1 - 4/(e4IK1 
- 1)(e2IK' 

- 2) (T ::; '1'.) 
(5.29) 

= tanh IKI. (T 2:: T.). (5.30) 

The behavior of Xl. (T) in the critical region for this 
case is shown in Fig. 3 (curve b). 

Honeycomb Lattice 

For the plane honeycomb lattice the coordination 
number is q = 3 and to use the result (4.12) we 
need only the second-neighbor pair correlation 
functions (SIS2), (S2S3), and (SIS3), which by sym­
metry, are equal to one another. The second­
neighbor correlation has not been calculated ex­
plicitly for the honeycomb lattice but by the theory 
of transformations20 it is readily expressed in terms 
of the first-neighbor correlation (SOSI) which is 
simply proportional to the energy of the lattice. 
Thus, by Eqs. (81) and (82) of reference 20 we have 

(SISO) = a«s~) + (SIS2) + (SIS3» + {3(S~S2S3), (5.31) 

where 

a = t[tanh 3K + tanh K], 

{3 = t[tanh 3K - 3 tanh K]. (5.32) 

Now s~ = 1, so that solving for the second-neighbor 
correlation yields 

(SIS2) = H coth K + 3 tanh K)(sosl) 

- HI + tanh2 K). (5.33) 

The perpendicular susceptibility is then given by 
Eq. (5.28) above, but with 

WI(K) = (SOSI) = - UH(K)/!qJ (5.34) 

where U H(K) is the energy per site of the honey­
comb lattice which has been calculated explicitly 
by Houtappel. 6 

The behavior of the perpendicular susceptibility 
of the honeycomb lattice in the critical region is 
compared with that of the corresponding Bethe 
lattice in Fig. 3. The critical point for the honey­
comb (marked by a circle) is given by 
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X.L(Te)/x.L(O) = 2/V3 = 1.15470, 

8e = kTe/31JI = 0.50622. (5.35) 

At T. the gradient of the susceptibility exhibits a 
logarithmic singularity, the behavior in the neighbor­
hood being 

x.L(T) ~ (Nm2/3IJ/) {1.1547 

+ 0.4840[1 - (T/Te)] In 11 - (T/Te)I}. (5.36) 

In contrast to the Bethe lattice, the perpendicular 
susceptibility of the honeycomb lattice exhibits a 
rounded maximum 10% above T e, of magnitude 
X.Lmu: = 1.213x.L(O). At high and low temperatures 
the values for the two lattices approach asymp­
totically, as might be expected. 

Square Lattice 

For the plane square lattice the coordination 
number is q = 4 and to use the result (4.12) we 
need the three distinct correlation functions 

w2(K) = (SIS2), second-neighbor pair, 
waCK) = (SISa), third-neighbor pair, 
Q(K) = (SIS2SaS4), fourth order, all first neighbors 

of a site. 

The first of these, the second-neighbor pair correla­
tion, has been calculated explicitly by Onsager and 
Kaufman.' Applying a Landen transformation to 
their result, we obtain a formula valid for all T, 
namely, 

where 
kl = 2 tanh 2K/cosh 2K, 

kf' = 2 tanh2 2K - 1, (5.38) 

and where E(k) and K(k) are the complete elliptic 
integrals of modulus k as defined, for example, by 
Jahnke and Emde.2a Onsager and Kaufman obtained 
an expression for the third-neighbor pair-correlation 
function in terms of two determinents involving 
integrals, which they show can generally be trans­
formed into complete elliptic integrals but they do 
not give any explicit formulas. Potts and Ward,24 
on the other hand, express (sISa) in terms of a single 
determinent which is easier to evaluate although 
the analysis is still rather involved. We find 

waCK) = !coth2 2K - (2/TrkJ)2 

X [E2(kl) - 2k:'K(kl)E(kJ) + (ki,)aK2(kl)]. (5.39) 

23 E. Jahnke and F. Emde, Tables of Functions (Dover 
Publications. New York, 1945). 

24 R. B. Potts and J. C. Ward, Progr. Theoret. Phys. 
(Kyoto) 13,38 (1955). 

No fourth-order correlation functions have been 
evaluated for the Ising model, although it should 
be possible to do so along the lines used by Onsager 
and Kaufman4 or, more readily, by extending the 
combinatorial method of Potts and Ward.24 In the 
present instance, however, we can avoid this as 
for the honeycomb lattice above by using the trans­
formation theory.2o The first-neighbor correlation 
function 

(5.40) 

which is just proportional to the energy,2.' is ex­
panded in terms of correlations in the first-neighbor 
shell. Solving for the fourth-order function yields, 
after some reduction, the explicit relation 

Q(K) = (SIS2SaS4) = 1 + 2 coth2 2K 

- 4 coth 2K (1 + coth2 2K)(sosl) 

+ 2 coth
2 2K [2(SIS2) + (SI~a)]. (5.41) 

In passing, we mention that a similar formula 
holds for the kagome lattice (which has the same 
coordination number) if the term 2(SIS2) is replaced 
by (SOSI) + (SIS4)' In this case, however, the two 
second-neighbor pair-correlation functions (slsa) and 
(SIS4) are not yet known explicitly. With the decora­
tion and star-triangle transformations20 they can 
be expressed in terms of the two third-neighbor 
correlation functions on the honeycomb lattice, but 
these are also not known explicitly at present. 

Combining the formulas (4.16) and (4.17) yields 

x.L(T) = (Nm
2
/4J){i tanh 4K + tanh 2K + lK 

+ (t tanh 4K - K)[2w2(K) + waCK)] 

+ (i tanh 4K - tanh 2K + lK) Q(K) } , (5.42) 

so that on substituting the results (5.37) to (5.41), 
we finally have an explicit expression for the perpen­
dicular susceptibility of the plane-square lattice. 

On using the critical values 

8e = 0.567296, 

wI(Ke) = !V2 = 0.707107, 

w2(Ke) = 2/7r = 0.636620, 

waCK) = 1 - (4/7r2
) = 0.594715, 

Q(Kc) = (4/7r)2(7r - 1) - 3 = 0.471819, 

we find 

X.L(Te)/x.L(O) = 1.13695, 

(5.43) 

(5.44) 

which is slightly smaller than for the honeycomb 



                                                                                                                                    

134 MICHAEL E. FISHER 

a 

b 

c 
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(J 

FIG. 4. Perpendicular susceptibilities of (a) the plane 
square lattice and (b) the plane super-exchange lattice. 
Curve (c) is the parallel susceptibility of the superexchange, 
model. 

lattice. The gradient aXl.laT again exhibits a sym­
metric logarithmic singularity since, near T e , 

[xl.(T) - Xl.(Tc)]lxl.(O) 

~ 0.470172 [1 - (TITe)] In 11 - (TITe) I. (5.45) 

The parameters of the maximum which occurs above 
Te are 

T mas/Tc = 1.0887, Xl.max/Xl.(O) = 1.18314, (5.46) 

so that the maximum is slightly lower and closer 
to the critical point than it is for the honeycomb 
lattice. The values in (5.44) and (5.46) may be 
compared with the corresponding (estimated) values 
for the parallel antiferromagnetic susceptibility 
which are8.9 

(4IJIINm2)xIl(T.) = 0.2768, 

T maslTc = 1.5371, (4IJ/lNm2)xllmax = 0.42957. 
(5.47) 

A graph of xl.(T) for the square lattice is given in 
Fig. 4 where it is compared with the results for the 
plane superexchange lattice18 (see below). 

Plane Triangular Lattice 

In this case, both sixth-order and fourth-order 
correlation functions are required. The sixth-order 
function (818283848586) can, as above, be expressed 

in terms of second- and fourth-order functions, but 
expressions for these are not known at present. 

Three-dimensional Lattices 

To obtain accurate quantitive estimates of xl.(T) 
for the three-dimensional lattices in the critical 
region, it is necessary to either extend the low- and 
high-temperature series expansions appreciably, or 
to obtain moderately long expansions of the re­
quired multiple correlation functions. We may draw 
some general conclusions however, on the basis of 
the study of other properties of the three-dimensional 
lattices that reveal the trend of critical behavior 
as the dimensionality is increased.7

•
8.13 In par­

ticular, we expect the critical anomalies in three 
dimensions to be less pronounced and to be asym­
metric above and below T e' At low temperatures, 
xl.(T) will rise more slowly and xl.(T.)/xl.(O) will 
be closer to unity than in two dimensions. At the 
critical point, aXl./ aT should again become infinite 
but less strongly, especially above Te. The maximum 
in Xl. (T) should be relatively much lower and will 
probably occur only some 1% or 2% above the 
critical point. 

Superexchange Lattices 

To complete our investigation of the perpendicular 
susceptibility of the Ising model, we discuss the 
antiferromagnetic superexchange lattices,18 which in 
two dimensions are exactly soluble even in a magnetic 
field. One of the simplest examples is a decorated 
square lattice in which magnetic spins (of co­
ordination number q = 2) on the bonds of the lattice 
are coupled antiferromagnetically through non­
magnetic spins on the vertices of the lattice.18 By 
the use of the generalized decoration transforma­
tion,20 the partition function of this lattice in a 
field can be related to that of the normal square 
lattice in zero field. The properties of this super­
exchange lattice in a parallel field have been dis­
cussed in detail18 but by using the results (2.7) 
and (2.10) the theory is easily extended to include 
a perpendicular field as well. The partition function 
for a superexchange lattice of N magnetic spins is 
found to be 

ZN(K, L z, L.) = [f(K, L z, L.)tQNI2{G(K, LzLz)} , 

(5.48) 

where QM(K) is the partition function for a standard 
plane square lattice of M vertices in zero field and 
where 
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40 cosh [(2K + £.)2 + L;]1/2 cosh [(2K - £.)2 + £!]1/2 
e = cosh2 (L; + L;)1/2 , (5.49) 

and where we have 

(5.50) XJ.(Tc)/xJ.(O) = 1.00074. (5.56) 

From the partition function we find, in the The perpendicular susceptibility then rises to a 
standard way, that the zero-field perpendicular relatively low and sharp maximum at 4.3% above 
susceptibility is Tc where XJ.m ... /XJ.(O) = 1.018. The parallel suscep­

XJ.(T) = !(Nm2/2J){tanh 2K[1 + WI(G)] 

+ K[l - Wl(G)]} , (5.51) 

where wI(K) is given by (5.40). The magnetic 
anisotropy can be written 

XJ. - XH = iCNm2/2J)'U(K)[1 - 4K/sinh 4K], 
(5.52) 

where 

'U(K) = 2 tanh 2K [1 + WI(G)] (5.53) 

is the (reduced) energy of the super-exchange lattice· 
At low temperatures we have the expansion 

xJ.(T) = (Nm2/2/J/){1 - 2e-41K1 + O(e-SIK1/kT)} 
(5.54) 

so that, in contrast to most other lattices, the 
perpendicular susceptibility falls as the temperature 
rises from zero (see Sec. 3). As can be seen from 
Fig. 4, the susceptibility then passes through a 
shallow minimum at 14% below Tc [X.lmin/X.l{O) = 
0.972] before rising steeply to attain a vertical 
tangent at the critical point 

8c 0.654206, (5.55) 

tibility is also shown in Fig. 4 for the purpose of 
comparison. 

Finally we mention that the partition function 
of the semimagnetic honeycomb lattice25 in an 
arbitrary perpendicular field can be derived in closed 
form from the zero-field partition function of the 
triangular lattice by employing the generalized star­
triangle transformation20 with transformation func­
tion 

1/;(SII S21 sa) = 2 cosh [K2(SI + S2 + Sa)2 + £;JI12
• 

(5.57) 
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The main purpose of this paper is to show the conditions under which a finite dimensional repre­
sentation of a group, irreducible over the complex field, is reducible over quaternions. The answer is 
simply stated in terms of the Frobenius-Shur classification of group representations. 

1. INTRODUCTION 

I N this note the attempt is made to formulate a 
theory of representations of groups over the 

skew-field of the quaternions. The whole approach 
is based on spectral resolution techniques which 
apply in the same way to the fields of real numbers, 
complex numbers and quaternions. It is therefore 
a direct way without the detour of transcribing the 
quaternion operators into complex ones through the 
use of the Pauli matrices. This way was described 
in a previous paper,' to which this note is a sequel. 

Elsewhere2 the particular case SU2 (2X2, 
unitary, determinant = 1) has been investigated 
in detail. In Sec. II, we recall some notions and 
theorems of the spectral theory of operators in a 
Q Hilbert space. In Sec. III the basic concepts of 
a representation over the quaternions are developed 
and the main tools and lemmas are generalized, so 
that they do not depend upon the commutativity 
of the underlying field. Finally, in Sec. III.6, the 
main reduction theorem is formulated and proved. 
This theorem answers the question: When does a 
representation, irreducible over the field of complex 
numbers, reduce over the quaternions? This question 
is central, for the complex numbers are embedded 
in the quaternions as a subfield, and the problem 
of finding all complex representations (of finite 
degree) is, in principle, completely solved. It will 
be shown that this question has a straightforward 
answer in terms of the well-known tripartite classifi-

* Supported by the National Science Foundation. 
t Supported by the Swiss National Foundation. 
1 Foundations of Quaternion Quantum Mechanics D. 

Finkelstein, J. M. Jauch, S. Schiminovitch, D. Sp~iser. 
J. Math. Phys. 3, 1962, p. 207. 

2 Notes on Quanternion Quantum Mechanics II III 
D. Finkelstein, J. M. Jauch, D. Speiser. CERN 59-9 59-17' 
1959. ' , 

cation of irreducible representations given by 
Frobenius and Schur3 (see also Wigner4

). The 
preparatory Sec. I1I.4 is devoted to an exposition 
of their results. 

A well-known theorem (cf. Pontrjagin/ p. 282) 
says that every connected, compact group is the 
factor group of a direct product of simple groups 
over a discrete normal subgroup. 

It is therefore enough to know which representa­
tions of the simple groups reduce over Q. Since the 
classification explained in Sec. III.4 has been applied 
to all simple groups, we do not enter into this 
subject. It will also be treated in a forthcoming paper 
by one of the authors from a different point of view. 

This paper deals only with compact groups and 
therefore with finite dimensional unitary representa­
tions. We hope to return to the non-compact groups 
elsewhere. On the other hand the extension of the 
results presented here to infinite dimensional unitary 
representations is straightforward. 

Notation 

C, Q: the fields of complex numbers and quaternions. 

MH: Hermitian conjugate 
MT: transposed 
MQ: quaternion conjugate (if the mik are qua­

ternions) 
M*: complex conmugate (if the mik are complex 

numbers) 
MA: adjoint = M- 1T of M. 

3 G. F!obenius und J. Sch~r: tiber die reellen Darstellungen 
der endlichen Gruppen. Sltzungsbericht des Konigl Pr 
Akademie de~ Wissenschaften, 1906, B II, p. 186. . . 

4 E. P. WIgner: Group theory and its applications to the 
Quantum Mechanics of Atomic Spectra, New York and 
London, 1959, p. 285. 

5 L. Pontrjagin: Topological Groups, 1946. 
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Subscripts (e.g., ql) denote the components of a 
quaternion: 

q = qo + qlil + q2i 2 + qaia . 

Where a matrix is decomposed in two complex 
matrices, we write 

M = Mo + M 2, [Mo, i a]- = [M2' i a]+ = 0, 

No confusion will arise between these subscripts 0,2 
and the ones mentioned before 0 ... 3 

II. SOME NOTIONS AND THEOREMS OF THE 
SPECTRAL THEORY OF OPERATORS IN A 

Q SPACE 

For a detailed development of a theory of operators 
in a Q space, and for the proofs of the following 
statements we refer to references 1 and 2. Here, 
we merely state the existence of a spectrum for 
Hermitian and unitary operators. 

1. Every Hermitian (quaternionic) matrix H can 
be completely diagonalized and all eigenvalues of H 
are real numbers. 

2. Every unitary (quaternionic) matrix U, U-1 = 
U H

, can be completely diagonalized with all diagonal 
elements of the form ei,ip where 0 ::; II' ::; 11". The 
set of the resulting diagonal elements is uniquely 
determined by U. (Note that only half of the II' 

circle is used.) 
3. To every n-dimensional Q space can be asso­

ciated a 2n-dimensional C space. To every Q operator 
then is associated a C operator. This association is 
biunique and called the symplectic representation. 
Details are presented elsewhere.1

•
2

•
6 

III. Q REPRESENTATIONS 

In the same way as in the theory of C representa­
tions we give the following definition: A Q repre­
sentation of a (topological) group G is a homo­
morphic mapping of G into a (topological) group 
of linear operators on a Q space (cf. reference 5, 
p. 110). In the same way as in the complex theory 
(by Hurwitz integration over Hermitian form), one 
proves that every representation of a compact group 
is equivalent to a representation by unitary matrices. 
In the following we shall speak therefore always of 
unitary representations D(G) for which DA == 
D-1T = DHT = D*. 

We note that by identifying i with ia every C 
representation is already a Q representation. H ow­
ever, even if a C representation is irreducible, the 
associated Q representation need not be so. It is the 
main purpose of this paper to indicate when and 

G C. Chevalley, Lie Groups, (Princeton University Press, 
Princeton, New Jersey, 1946), p. 16. 

how a representation, irreducible over C, reduces 
over Q. This section contains the definitions of some 
generalized concepts and the generalizations of the 
well known lemmas. 

1. Character and Trace 

In the complex case, one defines the character by 
means of the trace (= diagonal sum) of a matrix. 
This definition is motivated by the equality 

Tr (A) = Tr (B-1AB), A, B complex matrices 

which expresses the fact that the character of a 
representation is independent of its matric expres­
sion; and also that the character is a class function, 
i.e., all group elements which can be transformed 
into each other have the same character. In a qua­
ternion space this is no longer true for the diagonal 
sum Tr. For example, take a one-dimensional (even 
unitary) matrix = ia, and B = il. Then (-il)ia(i1) = 
-ia, so 

Tr A ;c Tr B-1A B. 

But we observe that Re (Tr A) = Re (Tr B-1AB). 
Therefore we shall define the character 

X(M) = Re (Tr M) : 

(a) X(M) belongs to the center of the field for all M, 
(b) X(A + B) = X(A) + X(B), 
(c) X(AB) = X(BA). 

Sometimes it is convenient to have a definition which 
is uniform for representations over all three fields 
R, C, Q by defining 

X(M) == avu U-1MU, 

where avu involves integration over the quater­
nionic unitary (= symplectic) group (which of 
course is a compact group): i.e., 

X(M) 
J U-1MU d"(U) 

J d,,(U) 

For the characters X1(g), X 2 (g) of two representa­
tions D1(g), D 2 (g), defined by 

Xk(g) = X(Dk(g» , 

we may construct an "inner product" 

X~Xl = avo X~(g)Xl(g) 

by averaging (integrating) over the group. 
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2. The Determinant 
Although, because we used the spectral resolution 

techniques, there is no primary need for a de­
terminant, one would like to have such a quantity 
to decide whether a given transformation is regular 
(i.e., has an inverse) or not. 

Here at least as much care is needed as for the 
character. Clearly the usual definitions of the 
determinant of a matrix are of no use here because 
of noncommutativity. The determinant serves to 
determine the conditions under which two linearly 
independent vectors remain independent after a 
given linear transformation. Take, for simplicity, 
the unit vectors 

(~) (~) 
and the transformation (: ~) . (~), (~) become (~) 
and (~), respectively. By definition the question of 

independence reduces to the question of whether or 
not 

alb = a·b- 1 equals cld = c·d-\ 

i.e., whether or not ab- 1 
- cd- 1 = o. 

In order to get rid of the reciprocals, one might 
want to multiply this quantity with bd from the 
right, but then one arrives at ad - cd-1bd, and 
now there is no way to eliminate d- 1 in the second 
term. So one is forced to define another concept 
which will replace the usual determinant. The usual 
determinant ~(M), M = any matrix, is a multi­
plicative mapping of the full real (complex) matrix 
ring on the field of real (complex) numbers, i.e., 
if C = A·B then ~(C) = ~(A)~(B). Instead of a 
mapping of the full quaternionic matrix ring on the 
field of quaternions, we define a "~ mapping" of 
this ring on the set of non-negative real numbers. 
This is accomplished by the following definition: 

In the quaternion theory, ~(M) shall be the 
product of all the eigenvalues of MHM. MHM is 
a Hermitian non-negative matrix which, by the 
spectral theorem of Sec. II has n real eigenvalues 
~ O. These are all > 0 except when M is singular, 
in which case one or more of them = O. For non­
singular M, therefore, In MHM is defined, and 
~(M) = exp X (In MHM). 

That this determinant is multiplicative is proved 
by the remark that it reduces to the ordinary de­
terminant in the symplectic picture, which is an 
isomorphism of the full quaternionic matrix M. 

We note that ~(U) = 1 for every unitary matrix 
and ~(MNM-l) = ~(N) if M is nonsingular. 

This determinant or ~ mapping provides a 
criterion for the regularity or singUlarity of a linear 
transformation. The circumstance that our defini­
tion of the quaternionic determinant ~(M) is always 
positive is unavoidable for it is a homomorphism 
into an Abelian group. Such an Abelian group is 
necessarily a subgroup of the factor group of Q 
over its commutator subgroup, the sphere of 
quaternions of modulus 1.7 

Clearly the new trace and the new determinant 
are a generalization to quaternion matrices of the 
real part and the norm of quaternion numbers. In 
analogy to the character X(M), it is possible to 
give a definition of ~(M) which has the same form 
for all three fields R, C, Q, reproduces the usual 
concepts for the usual fields R, C, and gives our 
new determinant in the quaternion case. 

3. Schur's Lemma 

Let {U}, {U' } be irreducible sets of linear opera­
tors on Q spaces V, V'. Let there exist a linear 
transformation T on V into V' such that the two 
sets {U'T} and {TU} (of linear transformations on 
V into V') contain the same elements: 

{U'T} = {TU}. 

Then either T = 0, or dim V = dim V' and T is 
nonsingular. 

Proof; cf. reference 5, (second edition, 1957), 
p.237. 

Let S = TV be the image of V in V' under T. 
Then S is invariant under {U' }: For let Tv be an 
arbitrary element of S, with v in V, and U' be an 
arbitrary element of {U' }; then for some u in {U} 

u'Tv = Tuv, 

which is again in S. Since {U' } is irreducible, either 
S = 0 or S = V'. If S = 0 then T = 0, while if 
S = V' then dim V' S dim V. Thus T = 0 or 
dim V' S dim V. Now take the Hermitian adjoint 
of the assumed relation 

{U'T} = {TU}. 

This interchanges the roles of U and U', and re­
places T by T H

, so we conclude analogously that 
either TH = 0 or dim V S dim V'. Combining the 
two results, either T = 0 or dim V = dim V'. 
In the latter case, T is nonsingular. This proves 
Schur's lemma for Q spaces. As in the complex 

7 .We have been informed that the same concept was 
also mtroduced by Moore, and called the "norm determinant" 
see E. H. Moore, Mem. Am. Phil. Soc. 1, 99, 141 (1935). ' 
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case, it follows from this lemma that the characters 
of 2 inequivalent representations are orthogonal. 

4. The Corollary to Schur's Lemma 

Theorem: If a Hermitian matrix H commutes 
with an irreducible set D of matrices, it is a (real) 
multiple of the unit matrix. 

Proof: We use the ersatz determinant. Since 

and 
HD = DH, 
ED = DE. E = the unit matrix, 

by subtraction (H - AE)D = D(H - XE). 
Now, 

~r111 = (H - AE)+(H - XE) 

= H2 _ 2"AH + "A 2 E. 

H is nonsingular and has real eigenvalues A.I:' 
Therefore H2 has eigenvalues Ai. 

Since H2, AH, and A 2 E all commute, we see that 
M+M can be made singular by putting A = Ak, 
for then one of the eigenvalues of 111+ M becomes 
X! - 2Ai + A; = 0, and A(M) = ° whence M+ 111 = 0 
and M = 0, H = AE. 

5. The Frobenius-Schur Classification 

Frobenius and Schur classified all irreducible C­
representations with respect to whether or not they 
leave invariant a bilinear form. 

Assume that a representation D leaves invariant 
a non-degenerate bilinear form C 

DT CD = C 

or 
CD = DAC 

where DA E D T-l is the adjoint representation. 
Taking the adjoint of this equation, mUltiplying by C 
from the left and using the very same equation again, 
we get: 

CA DA = DCA 

CCA DA = CDCA = DACCA 

and by the corollary to Schur's lemma: CC A = XE, 
A a scalar, that is C = "ACT or else CEO. 

Taking the transpose of this equation, CT = AC; 
and inserting it, we get: 

C = ACT = A2C, 
or 

+1 C = +CT 

A= 0 C=O 
-1 C = _CT 

One may therefore say (Frobenius, and Schur, Ioe. 
cit.): an irreducible representation belongs to class 
+ 1, O. -1 if it leaves invariant a symmetric bilinear 
form, no bilinear form, or a skew symmetric bilinear 
(symplectic) form, respectively. For unitary repre­
sentations this may be expressed also in a different 
way. The first equation can be written: CDC-1 = DA 
but if D is unitary DA = D-1T = D*. 

Therefore if D belongs to class + 1 or to class -1, 
it is equivalent to the complex conjugate representa­
tion and all characters (in the usual complex sense) 
XeD) are real: if D belongs to class 0, D and D* are 
not equivalent. Moreover it can be shown that a 
D E class + 1 is equivalent to a real representation. 

6. The Main Reduction Theorem 

We now are able to state the main reduction 
theorem: A representation D, irreducible over C, 
reduces over Q into two representations Dl EB D2 
if and only if D E class -1. Dl and D2 are equivalent 
and irreducible over Q. 

We restrict ourselves to the case where G is 
compact and DCG) may therefore be assumed 
unitary, such that DA = D*. First we prove that 
the condition D E class -1 is necessary. 

a. Assume D E class 0, suppose that D reduces 
over Q. This means that there is a nonsingular 
(quaternionic) Hermitian operator M such that 

MD = DM, MH = M. 

We decompose M = Mo + M 2 , 

[Mo, i3]~ = [M21 iaJ+ = O. 

Since iaD = Dia, 

M" D = DM", where M" == i;lMia. 

But M i
, = Mo - M2 and therefore both Mo and 

M2 commute with D: 

MoD = DMo 1 

M2D = DM2 • 

(0) 

(2) 

By the corollary to Schur's lemma (valid in the 
complex case) fl;fo = A.B, where A is even and real, 
since M~ = Mo. 

Now form K == i 1M 2 ; since M2 is Hermitian and 
imaginary, it, together with K, is skew symmetric. 

[K, ia]_ = i j M 2ia - iailM2 

= ilM2ia + iliaM2 = ilM2ia = 0, 

i.e., K is a complex (and again by Schur's lemma, a 
nonsingular) matrix. 
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But D = i~ID*il and from (2) we get: 

M2D = i~ID*ilM2' 

D = K- 1D*K. 

That is: D ~ D*: D is equivalent to the complex­
conjugate representation, contrary to the assump­
tion. Of course instead of il we could have used any 
j, [j, ial+ = 0, l = -1. 

b. A short additional remark is sufficient to dis­
pose of the case D E class +1. C ;z!' 0, CT = +C 
since for every matrix MQ = M~ - M2 (we can use 
here the star, since [Mo, ial- = 0). 

M"{ = M:<J = M~ = -M2 

(here use is made of MH = M) 

KT = -K. 
But now 

D = C-1D*C = C-IKDK-IC = (K-IC)-ID(K-IC) 

and by Schur's lemma: 

K-IC = AE 

C = XK, 

which is impossible, since a symmetric matrix cannot 
be a multiple of a skew one, unless X = 0 which 
would mean C = O,contrary to the assumption. 

c. We now show thatthe conditionD2 E class - 1 is 
sufficient for the reduction. Assume 

CD = D*C 

But D* = i~IDil and with K = ilC, KD = DK. 
We note that KH = K, since KH = -cHil = 
-iIC T = ilC = K can be fulfilled with CT = -C. 
This completes this part of the proof. It remains 
to show that D reduces into two equivalent repre­
sentations irreducible over Q, D = DI EB D2 , 

DI ~ D2 • For this purpose it is sufficient to show 
that X(DI) = X(D2)' 

According to Frobenius and Schur,3 it is always 
possible to transform the representation D so that 
C assumes its normal form 

-1) 0E. 
I 

The reducible representation D then is brought into 
the reduced form (D' D.) by the same matrix R 
which diagonalizes K = ilC: 

R- I DR = (DI DJ, 

R-
1
KR = e -1) 0E or KR = R 0 (E -E)' 

From the second form of the second equation one 
deduces: 

R = (. a i l a*) '><' E 
~I a a* '<Y , 

where a is a complex number in the imaginary 
variable ii, 2\a\2 = 1, for K is complex in the 
imaginary variable ii, but we can chose a to be 

2-1
/

2
• If we now write D = (~ ~) where a, {3,'Y, 0 

are complex matrices in the imaginary variable ia 
the first and the fourth quarter of R-1DR are 

DI = Z-1I2 0 E· (a - i{y + (3il - i l Oil)' 2-1
/

2 0 E 

and 

D 2-1/2tO\E ( . . +. . + ) 2- 1I2 tO\E 
2 = ~. -~la21 1'21 - 21{3 o· ~. 

Both matrices have evidently the same real part, 
therefore the same character, whence it follows that 
they are equivalent. 

Finally, Dl is irreducible over Q. D is nothing but 
the symplectic picture of D 1 ; if DI were to reduce 
over Q, then so would Dover C. 

That the characters are a complete orthogonal 
system could probably be shown by going through 
the work of Peter and Weyl and demonstrating 
that the proofs remain valid if one considers qua­
ternionic instead of complex integral equations. It 
also follows, however, from the remark that in view 
of the definition given in Sec. III.2 that the new Dl 
has the same character the old D had, and that 
the system of characters therefore remains the same, 
up to a factor 2. 

After this work was completed we received a 
preprint from Professor F. J. Dyson, in which this 
problem is also treated, but with different methods. 
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Uniqueness and Existence of the Solution to the 
Static London-Maxwell Equations in Two Dimensions* 
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A theorem is given for the existence and uniqueness of the time-independent solution of the 
exterio.r-interior problem 8Bsociated with determining the distribution of superconducting current, 
accordmg to the London model, in simply- or doubly-connected two-dimensional regions. The proof 
of the corresponding theorem in three dimensions is outlined. A discussion is also given of the rela­
tionship between two "different" solutions which already exist for rectangular regions. 

T HE problem of determining the static current 
distribution in a superconducting element is of 

importance in many cryogenic devices. Although the 
solutions to several special problems, according to 
the London model, have been known for a long time 
(Van Laue1

), it seems that only the cylindrical and 
spherical geometries have been fully treated. In 
such cases, because of symmetry, one does not need 
to discuss the effect of the normal region outside 
the superconductor. The first discussion of an un­
symmetrical case seems to be due to Marcus,2 who 
considered the case in which the superconducting 
current flows along the axis of an infinitely long 
cylinder with a rectangular cross section. The 
problem was reduced to an integral equation, with 
an undetermined constant as the inhomogeneous 
term, which was solved numerically. This same 
problem has been redone by Culler and Frantz,3 
who solved, again numerically, an exterior-interior 
problem for Maxwell's and London's equations. The 
formulations of the problem in references 2 and 3 
are quite different. There appears to be no obvious 
relationship between the two rather similar solutions. 
Moreover, the exact conditions imposed on the 
solution at infinity, although they play an important 
role in determining the solution, are not made clear. 
In this report we give a precise formulation (Sec. 1) 
of the general case when there may exist a number 

* The results reported in this paper were obtained in the 
course of research jointly sponsored by the Mathematics 
Branch of the Office of Naval Research [Contract Nonr-
3504(00)] and IBM. 

1 M. Van Laue, Superconductivity (Academic Press Inc., 
New York, 1952). 

2 P. M. Marcus, Proceedings of the Seventh International 
Conference on Low Temperature Physics (University of Toronto 
Press, Toronto, 1961), pp. 418-421. 

, G. Culler and L. Frantz, "Current and Magnetic Field 
Distribution for an Infinitely Long Superconductor of 
Rectangular Cross-Section," Space Tech. Lab., Report No. 
9844-0011-RU-OOO and 9844-0025-RU-OOO (1961). (Unpub­
lished). 
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FIG. 1. The interior and exterior regions fl •. 

of cylinders whose cross sections {O.}, i = I, 2, ... 1 n' 
are bounded by smooth closed curves {Ld (Fig. 1)' 
A uniqueness theorem and an existence theorem 
for the solution are given in Sec. 2. The relationship 
between the present formulation, which wa.s im­
plicitly adopted by Culler and Frantz, and Marcus' 
formulation is discussed in Sec. 3. It is shown there 
that the exterior-interior problem is equivalent (in 
the interior region) to an integral equation that 
has the same form as Marcus's equation, but whose 
inhomogeneous term is a definite constant a, which 
is a determinable function of the cross section(s) 
only, and which may be equal to zero in some cases. 
For the case a ~ 0, the existence theorem shows 
that Marcus's procedure2 gives the same (and there­
fore unique) solution as the exterior-interior formula­
tion. An example where a = ° is also given. In such 
a case the inhomogeneous equation in reference 2 
will have no solution, but the solution to the homo­
geneous part would furnish the desired current 
distribution. 

1. FORMULATION OF THE PROBLEM 

Let J = (0, 0, j(x, y) be the distribution of 
current density in 0 = U. O. and let L +, L-, 
respectively, denote the exterior, interior sides of 
the boundary L = U. L, (Fig. 2). We assume 
that the total current flowing in 0 is equal to [. 
Since J has a z component only, the magnetic field 
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FIG. 2. The interior region n and its 
boundary. 

H lies in the x-y plane. The equations to be solved 
are, therefore 

Inside n 

Outside n 

curl J = - (l/cA)H (London) 

curl H = (h/c)] 

div H = O. 

(Maxwell) 

(Maxwell) 

(1.1) 

(1.2a) 

(1.2b) 

(1) !/t(r) is uniformly bounded, 

(2) r a!/t / ar ---+ 0 as r ---+ ro. (1.8) 

Suppose that we wish to add to A the gradient 
eu(r) of a scalar harmonic function, where e is a 
unit vector in the z direction. Then u would satisfy 

outside 

inside, 

and from the continuity of H across L 

au/ at, au/an are continuous across L 

(1.9) 

(LlO) 

where a/at, a/an denote differentiation along the 
tangent and the normal to L, respectively. Also 

u ,.....,!/t asymptotically. (1.11) 
curl H = 0 

div H = O. 
Using Green's formula, in conjunction with (1.9), 

(1.3) (1.10), and (1.11), we get 

The tangential component Ht of the magnetic 
field is continuous across L as usual. We assume 
that the permeability of the exterior and interior 
materials are equal, and, hence, the normal com­
ponent of the field H,., is also continuous, i.e., 

H t , H" are continuous across L. (1.4) 

Introduce now the vector potential A via the 
relationships 

curl A = H 

div A = O. 

(1.5) 

(1.6) 

The conditions (1.4), (1.5), and (1.6) do not 
specify A completely, since we can add to A the 
gradient of a scalar harmonic function without 
spoiling them. The potential is determined uniquely 
in the following manner: By specifying the asymp­
totic behavior of A we determine it up to two additive 
constants in the outside and the inside regions. The 
constants are then determined by requiring that 
the potential is (i) equal to -cAJ inside n, and 
(ii) is continuous across L. Explicitly, let A = 

(0,0, cp(x, y» and define 

!/t(r) = cp(r) - k In r, r E exterior (1.7) 

where r denotes a two-dimensional vector, r is its 
magnitude, k = -2I/c, and the origin of coordinates 
is taken inside n. We further assume that4.5 

'The second condition in (1.8) is not necessary in the 
two-dimensional case since condition (1) implies then, that 
infinity is a regular point for Laplace's equation, and (2) is 
then satisfied (see reference 5). 

Ii W. Smirnow, Lehrgang der Hoheren Mathematik IV 
(Deutsch. Verlag Wissenshaften, Berlin, 1958), pp. 522-525. 

i+ u a:;: dl - i- u a:: dl = L I'vul2 
dS 

where dl, dS denote line and area elements, re­
spectively, E denotes the whole space, and u* is 
the complex conjugate of u. 

Since, from (1.10) u+ - u- = a constant c, 
we then have 

r r au* JB l\7ul2 
dS = C JL an dl = O. (1.12) 

Now, because u is not assumed to be continuous 
in the whole space, Eq. (1.12) implies that u is 
equal to some constant in n and possibly some 
other constant outside. To fix these constants we 
define 

cp(x, y) = -cAj(x, y), (x, y) En 

cp continuous across L. 

(1.13) 

(1.14) 

Notice that it is possible to satisfy (1.14) since 
the values of the potential originally could not have 
differed across the boundary by more than a con­
stant. The complete problem for cp is now restated 
for further reference: to find a continuous function cp 
which satisfies: 

(i) \72cp = 0, outside n 

(ii) \7 2cp - {lcp = 0, inside n 

where (32 = 4'11/ c2 A, 

(iii) cp, acp/an, continuous across L 

(1.15) 

(1.16) 

(1.17) 

(iv) if if;(r) = cp(r) - kIn r, r E outside (1.18) 
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where k = -2I/c, then 1/t(r) is bounded and 
r a1/l/ar -+ 0 as r -+ co. 

Remark: The procedure used above for producing 
a continuous vector potential fails in three di­
mensions if the asymptotic behavior of A is assumed 
to be similar to that of a point charge. In fact, if 
one assumes for that case the continuity of both 
A and H, then the only solution to the problem is 
A == 0 (see Sec. 2). 

2. UNIQUENESS AND EXISTENCE OF THE 
SOLUTION 

Uniqueness 

Theorem 1: If cf> is a solution of the problem 
(1.15), ... , (1.18), then cf> is unique. 

Proof: Let u be the difference of any two solutions; 
then u behaves asymptotically like 1/1. Applying 
Green's formula (to the exterior region), we have 

f au* f au* 1 lim u -;- dl = u a dl + _ l\1ul 2 dS, (2.1) 
R_oo 2:R ur L n. !l 

where 2:R denotes a circle of radius R, n, and n, 
are the interior and exterior normals to L, respec­
tively, and n is the exterior to n + L. Also, from 
Green's formula, in the interior 

o = 1 u ~u* dl + {3211u12 dS + 11\1u12 dS. 
L un, !l !l 

(2.2) 

Adding (2.1) and (2.2) we get 

lim f u a:* dl = (3211u12 dS + f l\1ul2 dS. 
R_oo 2:R ur 0 E 

(2.3) 

The left-hand side of (2.3) is equal to zero be­
cause of (1.18); hence, the continuity of u implies 
that u vanishes identically. 

Existence 

We introduce the following notation: 

G(r, s) = In Ir - sl 
BJ = Banach space of functions continuous 

on 0 + L, under the maximum norm. 
B2 = Banach space of functions continuous 

on L, under the maximum norm. 
B = Bl ® B2 ® B~, under the maximum of 

all the norms. 

Notice that 

\12G(r, s) = -211" 5(r - s), 

where 5(r) is Dirac's delta function. 

Instead of working with the vector potential cf>, 
it is more convenient to prove the existence of 1/1, 
which, by definition, is 

1/I(r) = cf>(r) - kin r, r E exterior 

1/I(r) = cf>(r), r E interior. 

Therefore, 1/1 is a solution of 

\121/1 = O. r E outside (2.4) 

(\1 2 
- (32)1/1 = 0, r E inside (2.5) 

1/I+(r) - 1/t-(r) = -k Inr, rEL (2.6) 

a 1/1+ ar a 
rEL (2.7) ---= -k-lnr 

an an an' 

1/1 is bounded and a1/l/ar = o(r-I), 

at infinity. (2.8) 

We seek a representation for 1/t, in the interior, 
in the form of a distribution per) of poles over n 
together with a different pole distribution q(r) and 
a dipole distribution /L(r) over the boundary L. 
In the outside, the representation is altered slightly 
to take care of the correct asymptotic behavior of 1/1; 
hence, we want to prove the existence of a vector 
(p, q, /L) which belongs to B such that if r E n, 
then 

1/I(r) = 1 G(r, s)p(s) dS + i G(r, s)q(s) dl 

+ f aG~r, s) /L(s) dl. (2.9) 
L n. 

while if r E exterior, then 

1/I(r) = L [G(r, s) - (In r + f(s))]q(s) dl 

+ i aG!: s) /L(s) dl, (2.10) 

where f(s) = (a/an.) In 8, s E L, 

and n denotes the exterior normal to O. The signifi­
cance of f(5) and the reason for introducing it will 
become apparent in the course of the proof. Notice 
here that if the superconductor consists of more 
than one cylinder, then both nand L in the above 
equations will denote a collection of disjoint sets. 
The following analysis remains unchanged. Substi­
tuting the representations (2.9) and (2.10) in the 
problem (2.4), ... , (2.8), and taking into account 
the singularities of the line distributions of poles 
and dipoles, we arrive at the following system of 
integral equations: 
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o = 21111(r) + ~{i G(r, s)v(s) dS 

+ L Ger dl + L :~. ~ dt] 

r E: closure of n (2.11) 

k -aa In r = 211"er(r) + r aaG 
v(s) dS 

nr 10 n. 

+ a In r f er dl, r E: L 
anr L 

(2.12) 

- k In r = 211"~(r) - In G(r, s)v(s) dS 

- fL [In r + f(s)]er dl, r E L. (2.13) 

Now we have 

Lemma 1: The system of equations (2.11), (2.12), 
and (2.13) have the Fredholm alternative property.6 

The proof depends on the fact that the 3 X 3 
matrix of integral operators defined by the system 
is completely continuous on B. This follows from 
the fact that G(r, s) is square integrable on both n 

5 

~ FIG. 3. The three-dimensional region and its V boundary. 

and L and that (aGjan.)(r, s) is continuous on L, 
even at r = s (see Riesz and Nagy,7 Sec. IV). The 
proof now follows a standard argument. 

Lemma 2: The homogeneous system of equations 
has only the trivial solution. 

Proof: Suppose that there exists a vector 'Yo = 
(vo, ero, ~o), which satisfies (2.11), (2.12), and (2.13) 
with the left-hand side being equal to zero. Define 
the field y.,o(r) by using the vector 'Yo in conjunction 
with (2.9) and (2.10). Then y.,o(r) will satisfy Eqs. 
(2.4), ... , (2.8), but will be continuous and have 
continuous normal derivatives across L; hence, by 
the uniqueness theorem, y.,o(r) == O. But then, Eq. 
(2.11) implies that vo(r) == 0, and hence, from (2.12) 
and (2.13) we get 

a In r 
211"ero(r) = --a-''Y 

nr 

211"~o(r) = In r·'Y + L f(s)ero(s) dl, 

where'Y = f ero dl, f(s) = (ajan.) In 8. 

(2.14) 

(2.15) 

6 The existence of the solution to the system follows from 
the uniqueness of the solution. . 

7 F. Riesz and B. Nagy, Functional Analysis (Frederick 
Ungar Publishing Company, New York, 1955). 

Substituting these values into (2.11) again (re­
membering that Vo == 0), we get 

o = 'Y L [aG!~ s) In 8 - G(r, s) a!. In 8] dl 

+ f aG(r, s) dl 
c ",.. , 

L un. 
r E: n, (2.16) 

where 

c = fL f(s)ero(s) dl = -.21 (~ln 8)2 dl. 
211" Lan. 

Consider the first integral in (2.16). By Green's 
theorem it is equal to 

-211" i [In 8' oCr - s) - In Ir - sl o(s)] dS = O. 

Hence the second integral in (2.16) vanishes also, 
which implies that c = 0 and, therefore, 'Y = O. 
Substituting in (2.14) and (2.15), we get 

ero == ~o == 0, 

and the assertion of the lemma is proved. 
The Fredholm alternative now yields 

Theorem 2: There exists a unique solution t/>(r) 
to the problem (l.15), .. , , (1.18), which is nor­
malized such that fo j(x, y) dS = I. 

Proof: Set 

cf>(r) = kIn r + y.,(r), r E outside 

cf>(r) = y.,(r) , r E: inside 

where y.,(r) is determined by the unique solution 
of (2.11), (2.12), and (2.13) and the representations 
(2.9) and (2.10). It remains only to prove that 
fo j(x, y) dS = I, but 

In j(x, y) dS 

= -~ 1 cf>(x y) dS = -~ ~ 1 acf> dt 
cA [I' cA {32 L an 

. 1 c2 A f acf> c ( 21) = hm - - - - r de = -- -- 211" = I. 
R~~ cA 411" l:R ar 411" c 

The three-dimensional case 

Let V be a superconducting bounded body, and 
assume its boundary S to be a smooth regular (in 
the sense of Kellog) surface (or surfaces). In order 
to determine the static distribution of current inside 
V we would have to solve the following exterior­
interior problem for the vector potential A (see 
Fig. 3): 
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(i) V xV xA = 0 outside 

(ii) V xV xA + (32A = 0 inside 

(iii) curl A = H is continuous 
across S 

and since, at infinity, the potential should behave 
like that of a point source or a dipole we should 
have 

(iv) A = O(l/r)} as r ~ <Xl. 

V xA = O(1/r2) 

We prove now that if A is assumed to be also 
continuous across S, then the only solution is A == o. 
We begin by a statement of Green's first vector 
identity. 

Iy B· V x (V x C) dV - Iy (V x B) • (V x C) dV 

= Is (V xC) xB·n dS, (2.17) 

where B, C, are arbitrary smooth (em, C(2), respec­
tively) vectors, and n is the unit outward normal to 
S. This formula may be proved by applying the 
divergence theorem to the vector B x (V x C) and 
using the identity 

\7 ·IB x (V x C)} 

= (V x B)· (V x C) - B· V x (V x C). 

Apply (2.17) to the vectors A, A * in the region 
bounded by a large sphere l:R and the surface S; 
then 

lim f (V xA) xA·n dS -1 (V xA) xA*·n dS 
R_oo ~R S 

= - Lut.ide IV xAI2 dV. (2.18) 

Similarly, 

Is (V xA) xA*·n dS 

ence of a solution, or that the asymptotic behavior 
of A should be altered to A = Ao + O(l/r), where 
Ao is some nonzero constant. If Ao is given (or the 
discontinuity at the surface S is given), then the 
above argument would show the uniqueness of the 
potential in such a case. The method of the existence 
proof generalizes immediately to three dimensions 
by use of the appropriate Green's function G(r, s) = 
Ir - sl-l. 

3. THE ASYMPTOTIC BEHAVIOR OF THE 
POTENTIAL AND MARCUS' 

FORMULATION 

In the paper by Marcus,2 the first-order London­
Maxwell equations (1.1) and (1.2) were used to 
arrive at the following integral equation for q,(r) 
inside the superconducting region 

q,{r) = C - :: fa G(r, s)q,(s) dS, r E Q (3.1) 

where C is a constant to be determined by the 
requirement that f 11 q,Cr) dS = -cAl. It is not 
clear, however, whether the homogeneous version 
of (3.1) has any solutions or not. If such solutions, 
i.e., eigenfunctions, exist, then there exists no unique 
solution to (3.1), or no solution at all depending 
on the nature of these eigenfunctions. In this section 
we discuss the relationship between (3.1) and the 
formulation of Sec. 2. It will be shown that the 
exterior-interior problem is equivalent, in the in­
terior, to an integral equation, similar in form to 
(3.1), but which is homogeneous in certain special 
cases. Hence, the existence and uniqueness theorems 
of the exterior-interior problem imply that (3.1), 
for almost all cases, will have a unique solution. 
In the irregular cases, however, it will have no 
solutions whatsoever. We now proceed to prove 
these assertions. 

Lemma 3: Let q, satisfy the inside-outside problem 
(1.15), ... , (1.18); then q,(r) satisfies the integral 
equation, 

(2.19) 21rq,(r) =21rlX - (32 L G(r,s)q,(s) dS, r E Q (3.1a) 

Adding (2.18), (2.19), and using the asymptotic 
behavior of A we get 

Therefore, A vanishes identically. 
This shows that the vector potential should be 

discontinuous across the boundary S for the exist-

where 

lX = f -!- (In 8)0-(S) dl, 
L uns 

and o-(s) is defined by (2.11), (2.12), and (2.13). 

Proof: Let r be an interior point of Q. Applying 
Green's formula in the region Q to the pair of func­
tions G, q" we get 
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FIG. 4. The radius ao of the 
eigendomain. 

o· 

- (32 1 G(r, s)cp(s) dS 

+ i- [ G(r, s) :: - cp ~~J dl. (3.2) 

Let u(r) denote the second integral in (3.2); 
then, keeping in mind that cp is harmonic in the 
exterior, we have 

u(r) = f [ ... ] dl = lim 
L+ R-+aJ 

f [ acp(s) aGJ 
X 2:R G(r, s) ----as- - cp(s) as dl. 

This last integral can be shown to be equal to 

1
2". 

u(r) = lim y;(R, 0) dO, independently of r. 
R_co 0 

Now the existence theorem, together with the 
representation (2.10) shows that 

y;(r) = fL a!. (In s)o-(s) dl + O(D, as r ~ <Xl. (3.3) 

Therefore, u(r) = 2n for all rEO, and the proof 
is concluded. 

The next lemma is obvious. 

Lemma 4.: Let cpo(r) be a solution of (3.1a) for 

it is possible to determine whether a vanishes or 
not by solving the system of equations (2.11), 
(2.12), and (2.13) and then computing the integral 
(3.3), which defines a, but this is clearly impractical. 

Lemma 5: If a = 0, then (3.1) has no solution for 
any nonzero C. 

Proof: Since (3.1) is of the Fredholm type, it is 
enough to prove that a constant cannot be orthogonal 
to the solutions of the homogeneous equation. But, 
if a = 0, then Lemma 3 shows that the interior­
exterior solution cp(r) is a solution to the homo­
geneous equation (3.1). Since Theorem 2 shows that 
I cp(r) dS ~ 0, the lemma is proved. 

An example of the case a = 0: The existence of a 
special case for which a = 0 is, by Lemma 3, 
equivalent to the existence of a certain domain 0, 
which makes the quantity - (32/27r an eigenvalue 
of the integral operator In G(r, s) ... ds. The 
existence of such a domain follows from the fact 
that G is symmetric and that the eigenvalues vary 
continuously with the domain O. We shall give 
now a specific example of such a case. 

The representation (2.10) shows that cp(r) = 
k In r + a + O(r-l) as r ~ (Xl. Let 0 be a circle 
of radius a and let us seek a radially symmetric 
solution. If we take (3 = 1 for simplicity, then 

cp(r) = k In r + a, r E outside 

cp(r) = (k In a + a) Io(r)/Io(a), r E inside 

where Io(r) == Jo(ir) is the Bessel function of the 
first kind with pure imaginary argument. 

The constant a is determined by the continuity 
of ar/>/ar at r = a, i.e., by the relation 

k/a = (k In a + a)Ifla)/Io(a) 

r E 0.8 Define cp(r), for all r, by the right side of or 
(3.1a). Then cp(r) is a solution of the exterior­
interior problem (1.15), ... , (1.18), and CPo is 
therefore unique. 

The above two lemmas show the equivalence 
between the exterior-interior problem and the inte­
gral equation (3.1a). Hence, the existence and 
uniqueness theorems of Sec. 2 prove that there 
exists a unique solution to (3.1a). By comparing 
(3.1) and (3.1a), we see that the same result holds 
for Marcus' equation in the case a ~ 0. In principle, 

8 If cr = 0, then t/>o is chosen such that the right side of 
(3.la) is 88ymptotically equal to k In r. 

To make a = 0, the radius a should satisfy 

Io(a)/Ifla) = a In a. 

The last equation has a unique solution ao (see 
Fig. 4). Therefore, if 0 is a circle of radius ao, then 
the homogeneous version of (3.1), with {3 = 1, 
will have a solution, CPo, which is unique up to a 
multiplicative constant, and which determines the 
current density. 
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